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Abstract

The interaction of plasma motions and magnetic fields is gronant mechanism, which drives solar
activity in all its facets visible on the solar surface. Frample, photospheric flows are responsible for
the advection of magnetic flux, the redistribution of fluxidgrthe decay of sunspots, and the buildup
of magnetic shear in flaring active regions. Systematicistudased on data from the Japandg®de
mission provide the means to gather the statistical prigsedf such flow fields, thus, enhancing our
understanding of the dynamic Sun. The objective of this weals to develop methods to accurately
measure photospheric horizontal flow fields and to lay thedation for a statistical analysis of motions
associated with solar features. This facilitates comparattudies of solar features such as G-band
bright points, magnetic knots, pores, and sunspots atussdtages of evolution and in distinct magnetic
environments. For this, we adaptedcal Correlation TrackingLCT) to measure horizontal flow fields
based on G-band images obtained with 8atar Optical TelescopéSOT) on boardHinode In total,
about 200 time-series with a duration between 1-16 h and encadbetween 15-90 s were analyzed.
We optimized and validated the LCT input parameters, hemiegyring a robust, reliable, uniform, and
accurate processing of a huge data volume (about one tejabyte LCT algorithm produces best results
for G-band images having a cadence of 60-90 s. If the cadsridgh, the velocity of slowly moving
features will not be reliably detected. If the cadence is, Ittve scene on the Sun will have evolved
too much to bear any resemblance with the earlier situattmmsequently, in both instances horizontal
proper motions are underestimated. The most reliable andetailed flow maps are produced using
a Gaussian kernel with a size of 2560 km2560 km and a full-width-at-half-maximum of 1200 km
(corresponding to the size of a typical granule) as samplimglow. Smoothing can be applied in later
stages of the data analysis to improve the signal-to-naise or to focus on more global properties of
the flow field.

Radiation hydrodynamics simulations of solar granulatexy., CGBOLD) provide access to both
the wavelength-integrated, emergent continuum intemsitythe three-dimensional velocity field at var-
ious heights in the solar atmosphere. Thus, applying LCDidisuum images yields horizontal proper
motions, which are then compared to the velocity field of theutated (non-magnetic) granulation. We
evaluate the performance of our LCT algorithm, establigts it quantitative tool for measuring horizon-
tal proper motions, and clearly work out the limitations @&T or similar techniques designed to track
optical flows. Horizontal flow maps and frequency distribo# of the flow speed were computed for a
variety of LCT input parameters including the spatial ratoh, the width of the sampling window, the
time cadence of successive images, and the averaging tedeasletermine persistent flow properties.
Smoothed velocity fields at three atmospheric layersileg—1, 0, and+1) served as a point of refer-
ence for the LCT results. LCT recovers many of the granutagioperties, e.g., the shape of the flow
speed distributions, the relationship between mean flowdspad averaging time, and with significant
smoothing of the simulated velocity field also morphologfeatures of the flow and divergence maps.
However, the horizontal proper motions are grossly undienased by as much as a factor of three. The
LCT flows match best the flows deeper in the atmosphere at4og-1. Despite the limitations of opti-
cal flow techniques, they are a valuable tool in describindgbatal proper motions on the Sun, as long
as the results are not taken at face-value but with a propggratanding of the input parameter space
and the limitations inherent to the algorithm. Once the tBd lalgorithm was thoroughly validated, the
input parameters were carefully selected, and the flow figldizhse was established, we performed case
studies followed by a statistical study of flow fields in theirity of pores.

Generation and dissipation of magnetic fields are fundaahgufitysical processes on the Sun. In
comparison to flux emergence and the initial stages of stirfepmation, the demise of sunspots still
lacks a comprehensive description. The evolution of sussiganost commonly discussed in terms of
their intensity and magnetic field. In our attempt to compléie picture for sunspots towards the end of
their existence, we present a case study with additionatrimdtion regarding the three-dimensional flow
field. To accomplish this, we used a subset of multi-wavelengbservations obtained with thignode
mission, theSolar Dynamics ObservatorfsDO), and thé/acuum Tower Telescog¢TT) at Observa-
torio del Teide Tenerife, Spain during the time period from 2010 Novemt&+¢2B. Horizontal proper
motions were derived from G-band and ICH images, whereas line-of-sight velocities were extracted
from VTT Echelle Hr A656.28 nm spectra and FeA 63025 nm spectral data of thdinode/Spectro-



Polarimeter which also provided three-dimensional magnetic fieldimfation. TheHelioseismic and
Magnetic Imageion board SDO provided continuum images and line-of-sighymatograms as context
for the high-resolution observations for the entire diskgaaye of the active region. Using the extensive
dataset from ground-based observations and complemeihtimigh observation by space-borne tele-
scopes, we performed a quantitative study of photosphadachromospheric flow fields in and around
decaying sunspots in active region NOAA 11126. In one of thiing sunspots of the active region,
we observed moat flow and moving magnetic features (MMF®n efter its penumbra had decayed.
We also noticed a superpenumbral structure around this $pit-s follow well-defined, radial paths
from the spot all the way to the border of a supergranular ssgfounding the spot. In contrast, flux
emergence near the other sunspot prevented it from estalglisuch well ordered flow patterns, which
could even be observed around a tiny pore with a diametersoRjiMm. After the disappearance of the
sunspots/pores, a coherent patch of abnormal granulaioained at their location, which was charac-
terized by more uniform horizontal proper motions, low dience values, and diminished photospheric
Doppler velocities. This region, thus, differs signifidgrftom granulation and other areas covered by
G-band bright points. We concluded that this peculiar flowtgoa is a signature of sunspot decay and
the dispersal of magnetic flux.

What exactly initiates a flare? Newly emerging magnetic faikriown to trigger flares. However,
the role of submerging magnetic flux in prompting flares is enmmbiguous, not the least because of
the scarcity of observations. In the second case study, neeatrated on flow fields around a decaying
satellite sunspot located in the flare-prolific active ragdtOAA 10930. We followed the evolution of
the satellite spot over 16 hours with observationslinode G-band and Ca H images. We computed
horizontal proper motions using LCT. Shear flows occurremh@la light-bridge between two umbral
cores in the center of the satellite sunspot, i.e., in closgimity to the magnetic neutral line. These
shear flows continue as long as penumbral filaments exisbiirpity to the central umbral cores. Areal
decay rates computed using linear regression are in goedmagnt with other studies. Using the concept
of autocorrelation, we aggregated decorrelation times twb-dimensional maps. Typical lifetimes of
solar features measured from intensity maps are: graonl&#5 min, G-band bright points 25—-35 min,
and magnetic features (penumbrae, umbrae, and pores) ZD0ri. Long-lived intensity features are
not related to long-lived flow features. The long-lived flazafures are found in the northern part of the
sunspot, where horizontal flow kernels with velocity valupgo 1 km s are located. We conclude that
the decay of the satellite sunspot led to a substantialusting of the magnetic field topology. This in
turn is responsible for a homologous M2.0 flare, which sharasy characteristics with an X6.5 flare on
the previous day. Thus, flux removal has to be considered asortant ingredient in triggering flares.

Solar pores are penumbra-lacking magnetic features, wdrielthe link between small magnetic
features and sunspots. They offer an ideal opportunity udysthe interaction of umbra-like vertical
magnetic fields with the surrounding convective plasma. diheof this part of the work is to scrutinize
the statistical properties of horizontal proper motionamad around pores. The seeing-free and uniform
data ofHinode provided an opportunity to compare flow fields in the vicinifypores in different en-
vironments and at various stages of their evolution. Hartiabflow fields were computed by applying
LCT to HinodeG-band images observed from 2006—2008. In total, 357 one-$eguences containing
2863 pores were selected. Statistical parameters ingudiormation about morphology, horizontal
flows, evolutionary stage, and complexity of the surrougdimagnetic field were collected.

The LCT algorithm developed in this work was successful timesting horizontal proper motions
for the different scenes on the solar surface. After theassitzdl study of flow fields in the vicinity
of pores, a future task will be to perform a similar study ofm$osurrounding sunspots (moat flow)
to fully exploit the already established database of flondfiebf Hinode G-band images. Since the
launch of SDO a wealth of new data became available. Folipwhe evolution of flow fields in the
vicinity of active regions during their disk passage andpbssibility to identify localized changes in
flow fields will furnish a global picture regarding the coungibetween plasma flows and magnetic fields
from the photosphere and chromosphere, throughout thsiticanregion, and finally to the corona.
Global maps of horizontal proper motions might become asileringredient for space weather forecast
and prediction tools because they uniquely uncover whearggtent flows contribute to the buildup of
magnetic shear.
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Chapter 1

Introduction

The influence of this eminent body (Sun),
on the globe we inhabit,
is so great, and so widely diffused,
that it becomes almost a duty for us
to study the operations
which are carried on upon the solar surface.

Herschel(1801)

1.1 Flows on the Solar Surface

Understanding the ever changing Sun is a challenge in madtirophysics and has direct consequences
for mankind of which space weather effects and influencesanths climate are the most prominent
ones. High-resolution observations and statistical stidif complex photospheric plasma flows are
needed to advance our knowledge concerning the generattudissipation of magnetic fields on the
solar surface. The photospheric flows can be divided in tveadbrcategories: flows in the quiet and
active Sun. The introduction follows this classificatioheme by first discussing motions related to
granulation and at larger scales meso- and supergramuldtios is followed by a brief review of the flow
fields related to the active Sun starting with the Evershed ftontinuing with the moat flow connecting
sunspots to the surrounding supergranulation, and fina#arsflows as encountered in complex, flaring
active regions. These flows can be measured using spegtiogeghniques for line-of-sight (LOS)
flows and optical flow methods for horizontal proper motiofidhis technical section constitutes the
middle part of the introduction. Applications beyond sgiaiysics are presented towards the end of the
introdction showing the strength of local correlation kiag (LCT) as a universal technique.

1.1.1 Granulation

Convection is the main process of transferring energy froenradiative zone to the solar surface. On
solar surface, we see the manifestation of convection iowsiforms of granulation with distinct spatial
scales and different lifetimes (granulation, mesograiariaand supergranulation).

Herschel(1801) was among the first to observe the granular structure onalae surface. The term
granule was coined byawes(1864). However, it took about 90 years to obtain first clear phpbs
of granules Janssenl189§. Unsold (1930 was the first one to associate granulation and convection.
Various studies have verified its convective origin (ejchardson and Schwarzschiltb5Q Stuart and
Rush 1954 Leighton, Noyes, and Simoa962). Namba and Diemd1969 found that the mean diame-
ter of solar granule is about 850 km. However, in variousistitivo kinds of granular cells were found:
dissolving granules with an average size of 1000 km and fesngimg granules with a diameter larger than
1000 km {Hirzbergeret al,, 1997 Ploneret al,, 1998 Berrilli et al, 2009). Bahng and Schwarzschild
(1967 computed from good quality photographs average lifetiofés6 min using correlation methods.
They defined the lifetime as twice the time interval before ¢orrelation drops to half. This has not
changed much over time. In recent studies, the lifetime t@rgranulation ranges between 5-10 min,
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and the associated horizontal velocities range from 0.5%&rh s1. Brandtet al. (1989 found a mean
horizontal velocity of 0.67 kmst with a maximum of 1.2 km st from granulation images dwedish
Solar TelescopgSST). Title et al. (1989 used the data from th8olar Optical Universal Polarimeter
(SOUP) instrument oispace Lalio derive the statistical properties of granulations. Thegcluded
that the root-mean-square value of the horizontal flow sgegends on the type of structure and size
of the LCT sampling window. In the quiet Sun, the values fallie range between 0.4-1.4 km'sand

for regions with interspersed magnetic fields are betwe8a0075 km s when the sampling window
size decreases fronf 40 1”. In granules, upflows are observed near the centers and dovendiccur
along the dark intergranular lanes. However, some studiisdted that large granules have a different
flow pattern, where the maximum upflow velocity is near to titerigranular downflow lanes (e.¢ieg

et al, 200Q Hirzbergey 2002). Before having access to images from space, a reliableurezaent of

of the granular intensity contrast was a big challenge. Tdmdrast values varied over a broad range
in the literature from 8-18% (see e.§anchez Cuberest al, 2000. Advances in numerical simula-
tions provided an opportunity to connect theory to obsémat As expected the contrast values from
high-resolution simulations (e.gstein and Nordlund200q Vogler et al,, 2005 Freytaget al,, 2012

are much higher. To carefully compare simulated granuiatidh observations, one needs to take into
account modulation transfer function of the telescope. (@gnilovic et al,, 200§ Wedemeyer-Bohm
and Rouppe van der Vogi2009. There are many articles where the morphological progedf gran-
ules have been summarized (elgzjghtony 1963 Title et al, 1989 Hirzbergey 2002 and many articles
reviewed the observational and theoretical aspect of ¢gtian (e.g..Spruit, Nordlund, and Titlgl99q
Rast 2003 Nordlund, Stein, and Asplun@009.

1.1.2 Mesogranulation

Novemberet al. (1981)) reported the presence of mesogranulation in time-avdré&ymppler images.
Alternatively, mesogranulation is more clearly observethe divergence maps of horizontal flows com-
puted using cross-correlation (e.flovember and Simqri988 Novembey 1989 Muller et al, 1992,
Roudieret al,, 1998 Shine, Simon, and Hurlbyr2000. The spatial scale of mesogranulation is about
5-10 Mm, and mesogranules live for 30 min to 6 h. From the thme time sequence of images
from Pic du Midi observatony/iuller et al. (1992 found mesogranular structures with lifetime=e8 h,
and the structures were advected towards the boundariegpefgganules with velocities of about 0.3—
0.4 km st. Shine, Simon, and Hurlbu(2000) analyzed a 45.5-hour time-series of continuum images
from the Michelson Doppler Image(MDI) on board theSolar and Heliospheric Observato(oHO)
and found that the mesogranulation lives for 4-6 h and pessem advection speed of 0.5-1.0 krh.s
Simon, Title, and Weis€1991) explored the relation between exploding granules and grasalation

by numerical modelling. They concluded that the mesogearflows can be produced by a certain dis-
tribution of exploding granules. However, the velocitytpat produced by modeled exploding granules
drops rapidly, opposite to mesogranulation which livesHouars. However, the existence of mesogran-
ulation is questioned in many studies (e.ghouet al, 1992, where the power spectra of Doppler
velocities do not show the signature of mesogranulationveMbelessGinet and Simor(1992 pre-
sented in their kinematic modelling evidence that the alegkipower spectra will be different in the
absence of structures with mesogranular size. This was aghited by others (e.gStraus, Deubner,
and Fleck 1992 Hathawayet al, 2000 who reproduced the spectra without incorporating motioins
mesogranular scale in their models. Using cross-corogladchniquesiRoudieret al. (1999 concluded
that mesogranulation could be a by-product of systematiz®pf cross-correlation methods. However,
the work ofShine, Simon, and Hurlbu(2000 andDominguez Cerdei@003 confirmed the existence
of mesogranulation using SoHO and SST data.

1.1.3 Supergranulation

The first indirect account of supergranulation was giveribyt (1954 1956, where the author, while
measuring the mean rotation speed of the Sun, found velfbedtuations with a horizontal scale-length
of 26 Mm. However, it was only after the work bEighton, Noyes, and Simdqi962) that supergranules
were recognized as convective features on the solar surfaoeon and Leightor{1964) described su-
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Figure 1.1: HinodeG-band image of active region NOAA 10921 observed near disiter on 2006 November 3. The arrows
indicate magnitude and direction of horizontal proper i (Figure 1 irDenker and Vermg017).

pergranular flows as a cellular pattern with diverging cendmd flows terminating at boundaries marked
by strong photospheric magnetic fields and the chromosphetivork. The spatial scale of supergranu-
lation was deduced from various methods starting from nréagthe position of the maximum spectral
power (e.g.Hathawayet al, 2000, using LCT to identifying the horizontal divergence (elge Rosa,
Duvall, and Toomrg200Q DeRosa and Toomy2004), or using local helioseismology¢l Moro et al,
2004). The range of supergranule sizes measured using variot®dsdies between 12—-30 Mm. In an
early work,Worden and Simo(L976 computed a lifetime of 36 h for supergranulatiotirzbergeret al.
(2008 used SoHO/MDI data to determine the lifetime of supergi@nuwhich lies between 1:60.7 or
1.8+0.9 days, which in turn depends on the various methods emglby the authors. The horizontal
velocity associated with supergranulation as originadiineated byHart (1954 is about 0.17 km s,
The most recent value computed lBythawayet al. (2009 is around 0.36 km,

Rieutord and Rincoi2010 reviewed the observational and theoretical aspects argrgnulation
including numerical models. They summarized that thergvapemain theories explaining the origin of
supergranulation. One describes its origin as pure comedatnature (e.g.5imon and Leightoil964),
whereas the other explained it as the collective interacifemall-scale structures (granules), which may
lead to a large-scale instability resulting in supergrantiows (e.g.Cloutman 1979 Rieutordet al,
2000. Till now none of the numerical simulations (e.gigutordet al, 2002 Ustyugoy 2009 are able
to retrieve all the observed properties of supergranulatiand a comprehensive statistical description
of solar surface magnetohydrodynamic (MHD) turbulencehinize needed first. Finallgieutord and
Rincon (2010 suggests a concerted effort in observational, theotetimal numerical aspects of the
research before attempting to solve the supergranulatianle.

O What is the origin of supergranulation? Is it the largestangation of a convective cell or the
combined action of small-scale features?

O Does mesogranulation really exist or itis just an artifdehethods used to estimate horizontfl
proper motions?

O How do global flow fields, e.g., in the vicinity of active regmalter the distinct characteristici
of convective motions?

v)

[0 There is a wide range of measured values for the velocitigsaofular proper motions. How
ever, it is still an open question on what parameters the nneagent of granular velocities
depends. How does the LCT sampling window size and shapet diferesults?




1.1.4 Flows in and around Sunspots

Sunspots as the name suggest are the dark spots observarsmtathsurface. Since their original dis-
covery by Galileo Galilei, sunspots are still an intriguiagpect of solar physic8(ay and Loughhead
1964). A regular sunspot has a dark core (umbra) with less damkétgary structure (penumbra) encir-
cling it. Active regions typically with a bipolar magnetitrgcture harbor sunspots. Magnetic flux tubes
(Q loops) penetrate the solar surface and appear as actiemsedihe sunspots are only the visible inter-
section of the flux tube with the solar surface, whereas thessuface structure is only coarsely acces-
sible with methods of local helioseismology (e.ghao, Kosovichev, and Duva2001). The magnetic
topology above an active region can nowadays be observdttéaviolet (UV) and extrem ultra-violet
(EUV) images in intricate detail but magnetic field informoat is still limited to the photosphere and
to some extend to the chromosphere. In a bipolar active mefgitower spots (with respect to the solar
rotation) rarely form stable spots. They often only lastHours to a few days, whereas the leader spots
can exist for several months. An extensive overview of satsspas been given byolanki(2003. A
detailed discussion of the magnetic structure of sunspassprovided by3orrero and Ichimot@20117).

Figurel.1show aHinodeG-band image of the active region NOAA 10921 observed neskradinter
on 2006 November 3. The active region consisted of a leadigglar sunspot with many pores (umbral
cores without penumbra) in the diffuse follower part. Thedieg sunspot was of negative polarity and
the following magnetic features (far left in Fid.1) were of positive polarity. The difference between
follower and leader spots is not yet understobih(tinez Pillef 2002). Active region evolution has been
a prime subject of solar physics for many decades. Some @fubstions about the physics of sunspots
raised in the review dfloore and Rabir(1985 are still valid even after three decades. The generation of
a filamentary penumbra, the on-set of the Evershed flow, andhtnge of the magnetic field topology
take place in less than 20-30 minutes (see eaka and SkumanighH 998 Yanget al, 2004, which
makes penumbra formation and decay a challenging obsamahtask and explains why many processes
of non-linear convection involved in sunspot formation stik elusive.

High-resolution observations have provided the oppotyuini closely examine sunspots fine struc-
tures. These fine structures consist of umbral dots, lighgbs, and penumbral filaments and grains.
Umbral dots appear as the bright dots in the dark umbral eoge, (ritschler and Schmiglil997 Sobotka
and Hanslmeigr2009. Umbral dots are supposed to be related to the convectidheinmbra (e.g.,
Schussler and Vogle200§g Ortiz, Bellot Rubio, and Rouppe van der Vod2010. Apart from umbral
dots another manifestation of convection in the umbra ateel to the light-bridges (e.gspbotkaet al,
1995 Rimmele 1997, which appear as elongated structures dividing umbra&dnok more parts (see
leading spot in Figl.1). Penumbral fine structures are highly dynamic. In penumbitze Evershed
flow represents a radial outflow of gas. This radial flow is nycsligned with more horizontally placed
magnetic flux tubes in dark penumbral filaments. Penumbeahgmove predominantly inwards in the
inner penumbra and outwards in the outer penumbeanker 1998 Sobotka, Brandt, and Simph999.
This diverging line in a sunspot penumbra is clearly visibléhe leading sunspot of Fig.1. The inter-
pretation, however, is far from simple. Inward moving peibuahgrains are related to initially horizontal
flux tubes, which become more vertical with time, so thatrthtersection with the solar surface (bright
penumbral grains) appears to move inward. In the outer pbrayrpenumbral grains travel outwards and
at the periphery of the penumbra, individual granules szgi¢gerough the penumbral filaments. These
contrast variations are picked up by the LCT algorithm amdimterpreted as horizontal proper motions.
However, the correspondence with real plasma motionsstiils to be established.

1.1.5 Evershed Flow

The photospheric outflow of plasma in sunspot penumbrae vgaswired by=vershed(1909 at the
Kodaikanal Observatory, hence the name Evershed flow. Atigtory of the observatory is provided in
the box on page 9. Based on his observations of shifted aimolmes in the penumbra of sunspots (see
Fig. 1.2), he concluded that the motion must be horizontal to ther salHace. The speed of Evershed
flow varies between 1-3 knt$ and is confined to thin radial channels with almost horizomagnetic
field (e.g.,Rimmele 1999. Since its detection, the Evershed flow has been the cehtmaony stud-
ies, which reveal the complexity of flows in sunspot penurel{eag.,Schrotey 1967 Rimmelg 1995

7



Umb | ™ penumb
RN | — enumbra
mbra " z’/ _

Figure 1.2: A line sketch by John Evershed showing the shift of an absorine in the penumbra of a sunspot (Figure 3 in
Hasaret al, 20100).

Scharmetet al, 20029. The three-dimensional geometry of Evershed flow charlved®emes evident as
upflows in the penumbral grains of the inner penumbra, themirtg horizontal in the mid-penumbra, and
finally returning below solar surface as downflows at or sligheyond the outer penumbral boundary.
(e.g.,Rimmelg 1995 Stanchfield, Thomas, and Lites997 Westendorp Plazat al, 1997 Tritschler
et al, 2004 Rimmele and Marinp2006. The Evershed flow appears reversed in higher atmosplagric |
ers and radial inflows are observed in chromospheric likestpy, 1979. In Fig. 1.4, a simple sunspot
is shown at various atmospheric layers reaching from theoghbbere (Fe A543.45 nm) to the lower
and upper chromosphere (Na 589.59 nm, Hr A656.28 nm, and Cia A854.21 nm). The associated
LOS velocties are depicted in Fig).5illustrating the rich detail of flows in and around sunspots.

The two main theoretical models explaining different agpetthe Evershed flow are the siphon flow
model (Meyer and Schmigtl968 Thomas 1988 Montesinos and Thoma&997 and the moving flux
tube model Echlichenmaier, Jahn, and Schmit98ha). In theMontesinos and Thomg&997) siphon
flow model, the Evershed flow resembles the flow in a siphonrevliguid is driven by the atmospheric
pressure difference. In the case of the solar atmosphearesjghon flow establishes itself along a mag-
netic flux tube with footpoints of different magnetic fieldesigth, which lead to a (magnetic) pressure
difference initiating the Evershed flow. This model was dbleeproduce the observations\otstendorp
Plazaet al. (1997, where Evershed mass flux and some of the magnetic fielddutamerged to deeper
atmospheric layers at the outer boundary of the sunspos dfféred an explanation for the puzzle of
where this submerged Evershed flux will eventually go. OheeBvershed flux tubes are submerged,
they are anchored to furnish the radial inward force to nadinthe equilibrium. If the force is relaxed,
it will make the footpoints to move radially outwartflontesinos and Thomg4997) related this radial
outward motion of footpoints to the moving magnetic feasuftdMFs) streaming radially outward from
sunspots. However, their model only explained the case t#adg Evershed flow, which is in reality
dynamic, so that questions about the stability of flux tubesaised.

The moving flux tube model is explained $#ithlichenmaier, Jahn, and Schm(@®98gb): A flux
tube initially embedded in the sunspot along the magnetm#®ecomes buoyant because of radiative
heat exchange between the tube and the adjacent quiet Swe hestarts rising through the subpho-
tospheric penumbra. The tube stops to rise above the plm@iaspDuring its rise the tube’s footpoint
moves inwards just like penumbral grains. As the tube ritfes,magnetic field strength of the tube
decreases more rapidly than the background magnetic fieldgsh. The tube stops to rise, once the
stratification is convectively stable and the tube’s swgleat is lost by radiation. Extra gas pressure
builds up within the tube because the total pressure (gasgnetia) reaches an equilibrium between
the tube and its surroundings. The resulting pressure@radrives an outflow, which is accelerated in
the tube.Schlichenmaie(2002 presented an updated version of thenlichenmaier, Jahn, and Schmidt
(199810 moving flux tube model, where he explored the time dependatire of a thin magnetic flux
tube embedded in the penumbra. The model was able to expkipenumbral grains as hot upflows,
also their inward and outward migration in the inner and openumbra, respectively. It also repro-
duced the Evershed flow in similar ways as shown inltluiztesinos and Thomg&997) siphon model.
However, to gain more insighchlichenmaie(2002 emphasized that self-consistent three-dimensional
simulations of magnetoconvection are needed to join thandyobservations.
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Figure 1.3: Tunnel telescope at the Kodaikanal Observatory. The toaains a coelostat and a spectrograph, which is located
in a 60-meter-long tunnel. The sunlight is directed by a flataninto the tunnel, which can be seen here as a grass-@tver
hill on the left with two cylindrical pipes used for the vdation of the tunnel.

Kodaikanal Observatory. The earliest scientific contributions to solar physics idiéndate back
to the solar eclipse observation by Norman Pogson in 1868dnet al, 2010f). Because of the
efforts of English astronomers during 1879—-1893, a prddosan observatory in the highlands g
Southern India was put forward, which led to the foundatibiK@daikanal Observatory in 1895
The observations at Kodaikanal Observatory started in 180ig a spectrograph, i.e., a 28-cin
polar siderostat with a 15-cm lens and a concave grating904,1a Calcium-K spectroheliograp
designed according to the specification of George Ellergldaiived in Kodaikanal. It consisted of
Foucault siderostat with a 46-cm aperture plane mirror a3@-em triple achromatic lens with focaj
length of 6 m. John Evershed worked on this spectrohelidgeaq made it fully functional soor
after his arrival at the observatory in 1907. He carried gstesmatic studies of sunspot spectra usipg
two high-dispersion spectrographs. In 1909, Evershedreédeadially outward moving plasma i
sunspotsivershegd1909, which we now know as the Evershed effect. Apart from sunspectra,
Evershed also studied the dynamics and rich fine structupeoofiinences. Even after Evershed's
departure, the Kodaikanal Observatory thrived with mamgresting solar observations, such as the
observation of Royd's flare in 192&(yds 1926 and the discovery of the infrared triplet of oxyggn
lines in 1935 Royds 1939. International collaborations were maintained with thee€hwich,
Cambridge, Meudon, and the Mt. Wilson Observatories. Alftelia achieved independence ih
1947, the Kodaikanal Observatory actively pursued newnglclgies. A solar tunnel telescope was
commissioned in 1960, which served many solar physicidisdia. Since 1960, many studies wele
carried out related to various aspects of solar physicsillatimns in the solar atmosphere (e.g.
Bhatnagar and Tanaka972, solar magnetic fields (e.gBhattacharyya1970, studies of Ca
K line spectra (e.g.,Bappu and Sivaramard971), and dependence of supergranular size on the
solar cycle §ingh and Bappul981) are just few examples of the exhaustive work carried ouj at
the Kodaikanal Observatory. The current facilities at tioel&ikanal Observatory include the tunngl
telescope (Figl.3) with a Littrow-type spectrograph and a twin-telescopertgkmages of the Sun
in Call K and white-light Gingh and Ravind;e2012).
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Figure 1.4: Speckle reconstructed\(oger, von der Liuhe, and Reard@®08§ line-core images of active region NOAA 11203
on 2011 May 4 covering the spectral linesiFe543.45 nm, NaB A589.59 nm, Hr A656.28 nm, and Ca A854.21 nm.
The data are courtesy of Dr. Alexandra Tritschler and wetainbd with IBIS operated at thBunn Solar TelescopDST)
National Solar ObservatorfNSO), New Mexico.

Recent developments in numerical simulations, includingDviand radiative transfer calculations
(Heinemanret al,, 2007 Rempe) 2011), are able to provide more insight regarding the Evershed flo
in a sunspot’s penumbr&empel(2017) suggested two components of penumbral flows (deep and shal-
low), where the former corresponds to the moat flow and tlee iatelated to the Evershed flowempel
and Schlichenmaig2011) summarized the knowledge and development achieved so$anispot mod-
elling including formation, decay, and its fine structures.

1.1.6 Moat Flow and Moving Magnetic Features

An annular structure of horizontal flows starting from th@pabra reaching the nearest supergranular
boundary surrounding sunspots was first detecte@fmeley(1972 while studying Doppler spectroheli-
ograms. This flow pattern envelops the sunspot like a moatsoding a fortified medieval town, hence
its name moat flow. Initially, the moat flow was detected wipecroscopic Doppler measurements of
sunspots near the solar limb, because near the limb theontaizomponent of the flow velocity is more
easily quantified, and because there it is more paralleldd @S. Later, the detection of the moat flow
near solar disk center became possible once LCT technigaes mtroduced ovember and Simgn
1989. Sheeley(1979) found that the speed of this outflow is about 0.5-1.0 krh $darvey and Har-
vey (1973 related the moat flows to decaying sunspots. They alsogmbimit that fine structure in the
moat, i.e., MMFs play a major role in the flux dispersal durihg decay of sunspots. MMFs are small
concentrations of flux moving outward from the sunspots, thiegt migrate to the nearest supergranu-
lar boundary.Meyeret al. (1974 also connected the moat flow with the slow phase of sunspmtyde
Brickhouse and Labont€l988 concluded based on the study of 44 sunspots that moat flawvsadr
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Figure 1.5: Doppler velocity maps of active region NOAA 11203 on 2011 Maysing the spectral lines Fa 543.45 nm {op-

left), NaD; A589.59 nm Bottom-lef}, Cail A854.21 nm {op-right), and Hx A656.28 nm Bottom-righ). Doppler velocities
were estimated using the Fourier phase method. The arralicsie the direction towards disk center. Redshifts inghmaps
are positive (bright) and blueshifts are negative (dark)e Tata are courtesy of Dr. Alexandra Tritschler and werainétl
with IBIS operated at thBunn Solar Telescop@ST) at theNational Solar ObservatorfNSO), New Mexico.

only associated with decaying spots. They summarized thie Ipaoperties of the moat flow: (1) the
moat radius is twice as large the penumbral radius, (2) teeage flow speed in the moat is 0.56 knt s
exceeding the supergranular velocity of 0.36 krhisy a factor of two Giovanell, 1980, (3) the angular
extent of the moat is independent of any other property ofiz#, and (4) the mean velocity of MMFs
in moats is equal to the mean velocity of the surface gas irtsnoa

There are mainly two types of MMFs: (1) unipolar MMFs with saupolarity as the sunspot and
(2) bipolar MMFs of mixed polarity {hanget al, 19929. Yurchyshyn, Wang, and Gooq2001) found
that MMFs in the sunspot moat are not randomly oriented. beaa type Il (bipolar) MMFs, 75%
had the magnetic element of the same polarity as sunspdetbéarther away from the sunspot. The
same polarity magnetic element of type || MMFs were strongempact, and appeared first. The above
authors observed that the type Il MMFs rotated counterelosx if the sunspot was twisted clockwise,
and viceversaHagenaar and Shin(@005 tracked unipolar (type I) MMFs around sunspots and found
larger sunspots have a higher number of MMFs. The typiagifife for MMFs is about one hour and the
average flux contained in a MMF is®x 10'® Mx. They also showed that MMFs tend to prefer specific
paths and trace a spoke-like structure around sunspotsimgamut to nearest supergranular cell bound-
ary. Filamentary magnetic features were seen in a maturgpetimoat bysainz Dalda and Martinez
Pillet (2005. They observed that many bipolar MMFs started their joyinside the sunspot penumbra,
moving to the sunspot moat, and eventually following théapaiutlined by moat filaments. The relation
between the Evershed flow and MMFs was studiedbrera Solanat al. (200§ who analyzed spec-
tropolarimetric measurements of a sunspot in the F830.2 nm and\ 1565 nm lines. They followed
the temporal evolution of radially outward moving Everslotmuds along the same penumbral filament
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and noticed their appearance as MMFs in the moat region,ehéhey concluded that sometimes the
penumbral Evershed flow continues as MMFs.

However, the relationship between moat flow, MMFs, and soinggnumbra is still matter of debate.
Denget al. (2007 found that in a decaying sunspot, even after the penumlataisappeared, the moat
flow was still present. In contrastargas Domingueet al. (2008 observed no moat flow around umbral
cores without penumbra. Additional evidence for moat flow &MFs around a naked sunspot was
found byZuccarelloet al. (2009. In a recent worksainz Dalda, Vargas Dominguez, and Tar(2012)
revisited the naked spot studied Byccarelloet al. (2009. They conclude that the naked sunspot had no
visible penumbra in intensity maps, but its magnetic stngctvas similar to a sunspot with penumbra,
hence, explaining the presence of MMFs around a spot lackivigible penumbra.

1.1.7 Shear Flows in and around Active Regions

Sunspot groups with complex magnetic topology are commsaliyces of solar flares, and magnetic
reconnection is a well established mechanism for solarsflaidowever, energy buildup and release
are less understood. Changes in the velocity field of aneactgion can be linked to changes in the
magnetic field {lartres, Soru-Escaut, and Rayrol®73 Martreset al, 1982. Often shear flows are
seen along the magnetic neutral line of flare-prolific actegions. Harvey and Harvey1979 studied
fourteen flares based o\ 656.28 nm and FeA 656.9 nm data and concluded that horizontal shearing
motions along the magnetic neutral line play an importatd o flare production. Considering many
previous studies;lenoux and Somo(1987) pointed out that in active regions horizontal flows doménat
over vertical flows. In that study, they also concluded that drganized photospheric velocity fields
lead to D.C. current systems in an active region which coutei to its evolution and flaring capacity.
A combination of sunspot motions, strong currents, isolgtelarities, and intersecting separatrices are
needed to trigger flaresdn Driel-Gesztelyket al, 1994. Kelil et al. (1994 found evidence that flare
kernels correspond to locations, which show shear in adied convergence in horizontal photospheric
flows. They suggested that it is important to study the logalathics and atmospheric flows to assess
the stability of active regions.

Yang et al. (2009 studied the occurrence of shear flows in an active regionrbed major X10
flare. They observed regions with strong horizontal sheavsflacross the magnetic neutral line with
the velocity reaching up to 1.6 knts They concluded that shear flows with a high velocity can eaus
efficient heating and results in flaresgyvaerts and Prigsi984). They emphasized the significance of
monitoring active regions in real-time with high-resotutiphotospheric observationsenget al. (200§
followed the horizontal flow fields of the same active regisrvanget al. (2004 covering the X10 flare
using G-band, white-light, and near-infrared images. Tdisg observed persistent and strong horizontal
and vertical shear flows along the magnetic neutral lind thiti occurrence of the X10 flare. The flow
speeds in the shear motion regions decreased with incgesight in the solar atmosphere in contrast
to other regions where the flow speeds increased with inogégight. However, after the flare both
horizontal and vertical shear flows were enhanced. In anfdithe shear angles of both magnetic field
and horizontal flow field increased after the flare along thénflaneutral line. The regions undergoing
rapid changes are well correlated with kernels of hard Xflae emission. In particular, the authors
pointed out that the mechanism of the shear motion is quifereint from that of the general plasma
motion in an active region, which implies that the origin loé tshear motion comes from a deep source
below the photosphere. In their study of a moderately complmspot groupPenkeret al. (2007
concluded that shear flows are a common phenomenon in comgtige regions and-spots. However,
these kind of flows are not necessarily a prerequisite ciomdior flaring.

Chaeet al. (200]) observed the formation of a filament in an active region withultaneous accu-
mulation of magnetic helicity by the shearing motion on tblassurface. He analyzed the magnetic
helicity transport rate using SoHO magnetograms and engaththat surface motions other than differ-
ential rotation possibly play a role in accumulating magnkelicity of coronal magnetic fields in solar
active regions. Flare models (e.gmari et al, 2000 Mooreet al, 200]) also take into account the role
of photospheric shear motions in energy buildup. HoweVer,drigin of shear motions and how they
change after flares are not yet fully included in flare mod€nsequently, scrutinizing both horizontal
and vertical photospheric flows is required to improve owtaratanding of eruptive phenomena.
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O Are the outward motions detected by LCT related to the plagebacities of the Evershed
flow?

0 Are moat flow and moving magnetic features related? How dyp toatribute to the decay
of sunspots? Are the full three-dimensional flows neededato ipsight into the process o
sunspot decay?

OO0 How much flux is removed from the sunspot by MMFs?

O If we treat the sunspot and the surrounding supergranulandaries as a system, do we th¢n
observe a flux pile-up at the boundaries while the flux coetdin the spot is shrinking?

O Shear-flows are mostly observed in active regions with emgrmagnetic flux, however, wha
role do they play during decay, (re-)distribution, or subgeace of magnetic flux?

[0 Once a sunspot has decayed, as evidenced by its photomretrinagnetic decay rates, dogs
it still leave any signature in the photospheric flow field?

1.2 Methods to Mesasure Flows

The flows within the solar atmosphere can be measured usifmuganethods. However, these methods
can be placed in two categories: one to estimate surfaceittetoand another to measure LOS velocities.

The methods for estimating surface velocities can againilided! in two branches: (1) feature
tracking, where individual features are tracked in timeeseof images (e.gStrous 1995 Gonzalez
and Woodgs 2002 and (2) local correlation tracking, where the displaceegtors are estimated by
computing the cross-correlation using consecutive imagéme-series [{lovember and Simqri9889.
The ball-tracking method developed Bytts, Barrett, and Divg2004) can be included in the category
of feature tracking. Apart from measuring surface velesitusing intensity images, high-resolution
magnetograms can also be used as shown in the methods asléppchuck(2009, i.e., the differ-
ential affine velocity estimators (DAVE) arichae and Sakur§2008), i.e., the nonlinear affine velocity
estimators (NAVE). Data from space missions sucliamde provide the required seeing-free images
with good temporal resolution to implement these methodisget good estimates of horizontal surface
motions on the Sun. This topic is discussed in details in €lzap

The LOS velocity can be measured by computing shifts in tleetsal lines and converting it to
velocities using the Doppler formula given as

VLos = ﬁ xXc , (1.1)
Ar
where A, is the rest wavelengtiyA is the wavelength shift, andis the speed of light. The spectro-
scopic observations are multidimensional data sets auyepatial dimensions, wavelength, time, and
sometimes the polarization state. Such observations taer éie taken using spectrographs or imaging
interferometers. The slit spectrograph captures oneadghthension and a certain wavelength range at
a time, whereas interferometers can record two-dimenkioreges at fixed wavelength positions. In
Fig. 1.6, an example of an & spectrum obtained with Vacuum Tower Telescope (VTT) Eehsflec-
trograph is shown. The continuum image, line core image &8 velocity map are constructed from
a scan across two decaying sunspots. An example of datadegtasing an imaging interferometer is
compiled in Fig.1.4, which includes line core images of an active region in faffecent spectral lines
taken withInterferometric Bidimensional Spectrome(@IS Cavallini, 200§. Once a spectrum is ob-
tained, shifts in spectral lines can be computed by fittingrmlpola to the core of the line profile or by
implementing the Fourier phase methéttimidt, Stix, and Woh1999, which takes into the account
entire line profile (see FidL.5. In both cases, the average line shifts in a quiet Sun rdgiased as the
reference with a suitable correction for the convectiveebhift.

The spectral lines emanating from the quiet Sun photosiene asymmetries, which are detectable
in high-resolution spectrophotometric data (elgyavins, Lindegren, and Nordlupd981). In general,

13



15

8 1 = = F 1.0
S, ] L or
e fi N A
o E =
3] ] - n
] k EoL
a E = F o5
9 : |
z 7] - n

. E E 3

- r

I r LO0.O

T T T T T T T
0 20 40 0 20 40 0 20 40 656.0 656.2 656.4 656.6 656.8 657.0
E-W Direction [arcsec] lambda [nm]

Figure 1.6: Doppler velocity map, line core intensity image, and camtim image left to right) derived from a spectral scan
in the strong chromosphericHline obtained with the VTT Echelle spectrograph on 2010 Maver 18. Redshifts in the
Doppler velocity map are positive (bright) and blueshifts aegative (dark). The Doppler velocity is being displapetiveen
+5 km s, The straight black lines in these maps show the positioh@Bpectrograph slit at which the spectrifar ¢ight)
was taken. The red atlabdtton) and observedtdp) line profiles are plotted over the spectrum. The observedtapm was
shifted upwards for clarity.

the line asymmetry is measured by computing the bisectdreofine, which is the line passing through
the median of points of equal intensity on the spectral lirdile. Photospheric lines usually demonstrate
blueshifted line asymmetrie®élthasay 1984 1989. Therefore, it should be noted that the even for
quiet Sun convective blueshift should be correctigthgnan and Peckdi974) casted doubts on using
bisectors to determine trend in velocities fields. Howethery mentioned that the line asymmetries do
show that the velocities change with the position in the psphere. Hence, bisectors could be used as a
tool to confer the height dependency of LOS velocities.

O Hinode G-band images are a prolific source of time-series data,hwtan be used to track
horizontal proper motions on the solar surface. What ared#sggn criteria for a LCT al-
gorithm to reliably and accurately measure horizontal flald8 including divergence and
vorticity maps?

0 How many individual LCT maps have to be averaged to yield @bkl flow map? What
should be the time cadence between consecutive images @arldrige should be the sampling
window to reveal persistent flow patterns?

0 Once LCT has been established as a quantitative tool to denfilpw fields, how can these
data be merged with other data sources either from telesampé¢he ground or with space-
borne intruments?

1.3 Applications of Cross-Correlation Techniques

Techniques to measure optical flows in solar physics haviicatipns beyond astronomical usage. Here,
three examples are presented, where cross-correlatimplsinented in varying spatial scales to estimate
horizontal proper motions.

1.3.1 Sea Surface Velocity

The continuous and directed movement of ocean water craatesean current, which is being gener-
ated and influenced by many physical factors such as tenuperatind, and salinity differences. The
ocean currents have climatic as well as economic importaieace, studying these currents is relevant
to society. The current system along the Californian shioeeis one of the prominent ocean currents
along the western coast of North America. Thdgvanced Very High Resolution RadiometfYHRR,
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Schwall) 1978 and theCoastal Zone Color Scann€CZCS,Hovis, 1981) are used to capture images
to estimate sea surface velocities along the Californiaectn(Fig.1.7). The method is based on the
maximum cross-correlation (MCC) technique put forward_byse, Novak, and Clai(d977) for cloud
tracking and subsequently modified Byneryet al. (1989 for oceanic features. The underlying mathe-
matics of LCT is very similar to MCCTokmakian, Strub, and McClean-Padm@990 quantified and
evaluated two MCC approaches for measuring surface vigeaif California current system: (1) by
applying the MCC technique to (1) simulated data and (2) tellite data, which was then compared to
in-situ measurements. This study is very similar to thewatin of the LCT method employed in this
thesis (see Chapt), where we also carefully appraised the impact of the inpuameters and discuss
the limitations of LCT in capturing horizontal plasma maisoon the solar surface. Obviously, perform-
ing in-situ measurements of surface velocities was notiplestr the Sun but simulations of granulation
(Chapt.4) may serve as a substitutéokmakian, Strub, and McClean-Padn(@990 describe how the
measurements can be affected by high-pass filtering, @igdsétween consecutive images, size of the
sampling window, and potential error sources mainly relatesurface heating and convection in the
warm water along the coast of California. In addition, thegtched the measured flow field with some
physical model by using the maximum correlations as a wigigtfunction. We did not employ such
approach in our LCT algorithm. However, this approach iswpeéncorporated in some optical flows
tracking algorithms such as DAVE(huck 2006).

1.3.2 Cloud Motion Wind

The Numerical Weather PredictioNWP) models takes the current weather information as aut ittp
predict weather. The inputs to NWP models are collected fobservations of weather satellites. One
of the important ingredients is the atmospheric wind fielde §lobal network of geostationary satellites
provides the images to estima@oud Motion Wind§CMV, Schmetzt al,, 1993.

As the name suggests, the clouds work as tracers to measutes@locities (Figl.8). The infrared
(IR) A10.5-12.5um and water vapor (WV) 5.7—7.1um images are used for cloud tracking and height-
attribution of wind vectors, respectively. The process sifreating CMWs is a four step process: (1)
From the image grid of 32 pixels, a tracer is selected andifilies applied to enhance the tracer, i.e.,
upper-level clouds. (2) A height in Earth’s atmosphere sgmed to the clouds, where the contributions

1U.S. GLOBal Ocean ECosystems Dynamics, surface velocitgt &istimated during mid-July 1988. Retrieved from
www.usglobec.org/reports/ebcces/ebecces.background.html on 2012 October 31.

15


http://www.usglobec.org/reports/ebcccs/ebcccs.background.html

Figure 1.8: An example of CMWs derived from cloud tracking
on full-disk data of Meteosat-8 in the 10180 band. The col-
ors depicthigh-(100-400 hPa)mid-(400-700 hPa), and/-
(below 700 hPa) level winds.

of both semitransparent and opaque clouds to the IR and Widneek are used, which includes the
radiative forward calculations for opaque clouds. (3) Thee®f the algorithm is to measure the CMWs
by cloud tracking in a similar manner as solar surface mestame determined by LCT. The displacement
is estimated by computing cross-correlations betweeressoe images and divided by the time interval
between images to yield the velocity. The only differencthi three images are used instead of two.
(4) This provides the possibility of a symmetry check in thstistep facilitating some means of quality
control (Schmetzt al, 1993.

1.3.3 Particle Image Velocimetry

Particle Image Velocimetr{PIV) is a technique to study the structure of flows in fluidslijan, 2005

by illuminating particles in the fluids and then capturingagms. The two velocity vectors are computed
by correlating consecutive images. The third componentatsmbe obtained using a spectroscopic ar-
rangement. Similar to Doppler velocities on the Sun, whighracorded by spectrographs, this provides
access to the complete three-dimensional flow structurecéaputing horizontal velocity vectors, the
target region of the particle-infused flow is selected amdrtftovement of particles is recorded between
two light pulses. Then, the images of the sequence correapgpno two light pulses are divided into
subsections, the so-called interrogation areas (IA). |Rixepixel cross-correlations are computed for
each IA in consecutive images. The maximum of the crossetaiion function is found using sub-pixel
interpolation leading to an accurate measurement of thiiclees displacement. Using the computed
displacement with a time-lag between two light pulse presithe velocity flow maps. The typical parti-
cles used for air flows are oil drops ranging in size from it® and polystyrene, polyamide, or hollow
glass spheres with a size of 5106 for fluids. A wide range of applications starting from tramkthe
flow vortex in heart valves to the flows on the wings of an aimplases PIV techniques. The PIV tech-
nigue is very similar to what is practiced in solar physicheve horizontal flow fields are obtained using
cross-correlation techniques and the line-of-sight camepo is derived using spectroscopic methods.
Interestingly, the idea of seed-particles is used in viging flows, where time-series data is combined
with an initially equidistant grid of test particles, whiene then moved forward (and sometimes back-
ward) in time according to a prescribed flow field — one time stiter the other (see the so-called cork
maps in Fig2.2).

°The Geostationary Operational Environmental SatelliteSdRies, derived CMWSs product.  Retrieved from
www.goes-r.gov/products/baseline-derived-motion-winds.html on 2012 October 31.
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Chapter 2

Local Correlation Tracking

Data from space do not suffer the deleterious effects ofhEartirbulent atmosphere, which blur and
distort images so that features may fade into obscuratitichyamakes it difficult to follow them from
image to image. The huge volume of tHnode G-band images with good spatial resolution, cadence,
and coverage provide time-series of consistent qualityuentify photospheric proper motions, which
can be used in comparative studies. Various techniqueshemredeveloped in the past decades to mea-
sure horizontal proper motions on the solar surface. Blhgithey can be divided into two classes: (1)
Feature Tracking (FT) methods, which follow the footpriofsindividual features in the images of a
time-series, and (2) LCT techniques, which derive disptam® vectors by cross-correlating small re-
gions in consecutive images of a time-series. The pringipfd.CT are laid out in the seminal work of
November and Simo(iL989, which is also the foundation of the algorithm that has bagapted and
tailored to accommodatdinode G-band images in the present work. At the outset of a comiparat
study the task arises to identify the most suitable tecteiguefficiently examine the data while reli-
ably extracting the physical information. Therefore, aeevof state-of-the-art FT and LCT techniques
should provide reasons and adequate grounds for our udtiatiatice.

The FT method combines a variety of techniques commonly imseddern digital image processing
(e.g.,Gonzalez and Woo¢g£0032. Individual features are tracked in a three-step proeedsee e.g.,
Strous 1999: identify pixels belonging to a class of objects in eachgméegmentation), label all pixels
inherent to one particular object in an image (labelingyl find the relationship between the objects in
consecutive images (identification). The last step mightdraplicated because of merging, separating,
appearing, and vanishing objects. Besides establishijggtotroperties such as size, shape, orientation,
brightness, etc., the positional information can be tiesl into a map of horizontal proper motions.
Tracking facular points of opposite magnetic polarity ineanerging flux region$trouset al,, 1996
effectively demonstrated the potential of FT techniquesweler, since all three image processing steps
(segmentation, labeling, and identification) rely on pknowledge about the object under investigation,
FT seems to be better suited for case studies rather thapimdissing of huge data volumes, where the
reduction of dimensionality is a desirable feature.

In the balltracking method developed Bytts, Barrett, and Divg2004), the intensity information is
translated into a physical surface on which tracer pagioleidealized balls are placed. Bright granules
correspond to hills in this representation and the darkgnéaular lanes can be identified with valleys.
The balls placed on such a surface will settle in a local mimim The random motion of granules will
move the balls, i.e., the position of the local minimum wilange. Tracking the balls in consecutive
images will map the photospheric flows with the same accuaadyCT. However, the method is faster
and very efficient so that it can be used for real-time prongssf the large data sets. Even though no
individual features are directly identified, ball trackiogn be subsumed under FT methods, since artifi-
cial tracer particles are introduced to follow the footgsiof local intensity minima. The ball tracking
method works well for granulation so that it is a good chomettie characterization of supergranulation
(Potts and Diver2008. Nevertheless, it might introduce a scale dependencen wheking on other
(small-scale) features such as bright points, penumbaeaahgjrand umbral dots.

Since LCT basically tracks intensity contrast patternsifimage to image, it is less affected by the
fine structures contained in the sampling window. Howeviee and shape of the sampling window
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play a crucial role for measuring flows on different spatiedles. The time-average of the spatially
localized cross-correlations gives a measure of the losgllatement, which can be identified with
persistent horizontal motions of contrast features. Tgkio account that LCT is the most commonly
used technique for measuring horizontal proper motiongypted for this method to create our database
of photospheric flows observed litinode G-band images.

Leaving behind the underlying constant velocity assunmptib LCT, Schuck (2006 developed a
technique to track optical flows named DAVE. It incorporates magnetic induction equation, i.e., the
continuity equation for the magnetic flux density, keeping velocity profile affineChae and Sakurai
(2009 presented a formulation of the non-linear case and calladdordingly NAVE. These authors
also provide a detailed parameter study of LCT, DAVE, and EA4ased on images reflecting analytical
solutions of the continuity equation as well as on magnetogdata fromrHinodeand MHD simulations.
They conclude that NAVE is superior to LCT techniques in mappropriately describing velocity pro-
files, which include, e.g., local dilation, contraction damtation. However, the higher computational
requirements of NAVE and the more widespread use and easepbémentation led to the choice of
LCT for the present study. Various other technical aspeat® o be considered while implementing
a technique for tracking optical flows. Since interpolasi@re required in the various steps of the data
reduction, we refer t@’otts, Barrett, and Divg{2003, who describe the systematic errors, which can
be introduced by unsuitable interpolation schemes. Marentty, Lofdahl (2010 discussed image-shift
measurements in the context of solar wavefront sensorghwvene also applicable to the LCT measure-
ments in the present study.

In summary, there have been numerous studies focusing orfiéllais. However, to the best of our
knowledge no systematic study of the statistical properiesuch flows has been undertaken. Data of
the Solar Optical Telescop€SOT, Tsunetaet al,, 2009 onboardHinode (Kosugi et al., 2007) offer the
opportunity for this type of research, since the uniformadaality and absence of seeing allow us to
directly compare flow fields in different environments.

2.1 Observations

Images obtained in the Fraunhofer G-band (bandhead of thenGldcule atA430.5 nm) have high
contrasts, and small-scale magnetic features can be édsiiified with bright points Bergeret al,
1999. Despite the observational advantages of this “proxy+smsgmetry” (eenaartet al, 2006, the
theoretical description of the molecular line-formatiomgess is far from easy (cEanchez Almeida
etal, 200%; Steiner, Hauschildt, and Bryl200%; Schissleet al,, 2003. The LCT techniques, however,
can take full advantage of the high contrast and the richcttral contents of G-band images. On
Hinodg these observations are carried out by the SOT instrumést o particular, G-band images are
captured by th&road-band Filter Image(BFI). SOT is af /9 Gregory telescope with a 50-cm aperture,
which provides diffraction-limited resolution (0.2-0)3n the wavelength range from 380-670 nm with
a maximum field-of-view (FOV) of 360x 200'".

Our initial selection criteria were that at least 100 G-bandges had to be recorded on a given day,
which should additionally have a cadence of better than 100tgrned out that these criteria restricted
us to data with only half the spatial resolution (0.Jixel™t), where 2x 2 pixels were binned into one.
In total 48 data sets with 20481024 pixels and 153 data sets with 1024024 pixels were selected
for further analysis. The time intervals covered by theda dats range from one to 16 hours. The bulk
statistical analysis will be presented later in this theldisre, we will discuss the LCT algorithm in detalil
and justify our choice of input parameters. For this purpese selected two data sets: one with high
cadence and another one with a long duration. In additiorpieked a data set without binning to study
the dependence of flow maps on the spatial resolution of {h iata.

2.1.1 High-Cadence Sequence

The LCT algorithm depends on several input parameters ssitheatime interval between successive
images and the sampling window’s size and form. We analyzexkeshour time-series with a cadence
of 15 s to validate the intrinsic accuracy of the LCT algorithThe data were captured from 14:27—
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Figure 2.1: Calibrated G-band images of active regions (a) NOAA 10960 (k) NOAA 10930 observed on 2007 June 4 and
2006 December 7, respectively. The FOV is1¥1111’. The annotation of the axes refers to heliocentric cootdmgiven in
seconds of arc. The region in the rectangular white box id tmefurther analysis zooming in on a quiet Sun region caritgj
numerous G-band bright points outlining supergranulamdades. The images were normalized such that the mode of the
quiet Sun intensity distribution corresponds to unity.

15:27 UT on 2007 June 4 (see Fiyla). The time-series contains 238 images with 102024 pixels.
The observations were centered on the active region NOASQ0&hich was located on the solar disk
at heliocentric coordinates E63and S125 (u = 0.75). The active region was in the maximum growth
phase and had a complex magnetic field configuration. It wassifled as #8yd-region and was the
source of many M-class flares, including a major M8.9 flaresad® UT on 2007 June 4, which has been
analyzed in a multi-wavelength study Bymaret al. (2010. The flare originated in a conglomerate of
small sunspots with mixed polarity and rudimentary penwahbn the trailing part of the active region
(lower left corner of Fig2.1a). The disappearance of twisted penumbral filaments astht of the
flare was associated with the activation of helical, twidtad bundles above the active region, which
become visible in the heated flare plasma. During the obsgmeriod of the high-cadence sequence,
the X-ray flux settled to below C-class level. SOT was poiriteeards the leading part of NOAA 10960,
which had a much simpler magnetic field topology containiregpminantly negative polarity flux.

2.1.2 Long-Duration Sequence

Solar features evolve on different time scales from aboetrinnutes for granulation to several tens of
hours for supergranulation. Obviously, the time over whidtividual LCT maps are averaged plays a
decisive role in the interpretation of these average flowsn&fence, we selected a time-series with 16
hours of continuous data captured on 2006 December 7 (se@.Hyj. This long-duration sequence
starts at 02:30 UT and ends at 18:30 UT. It includes 960 images 1024 x 1024 pixels and has a
cadence of 60 s. Owing to memory constrains imposed by thsosib filtering, we chose an area
of 210x 595 pixels centered on a region with granulation and G-baighbpoints. This region (see
Fig. 2.1b) is to the west of the active region NOAA 10930, located éibhentric coordinates E77@nd
S88' (u = 0.59). The sunspot group was classified g&ya@-region that exhibited a complex magnetic
field topology and produced numerous C-, M-, and X-class dlarghis region has been extensively
studied, especially around the time of an X3.4 flare on 2006ebwer 13 (e.gSchrijveret al, 2008.
The LCT techniques were used bynet al. (2009 to study horizontal proper motions associated with
penumbral filaments in a rapidly rotatifgspot. Since this region was rapidly evolving, flows along
the magnetic neutral line and global flow pattern might besgmné Therefore, the selected region of
granulation and G-band bright points might not be repredimat for horizontal proper motions of quiet
Sun granulation.

2.1.3 High-Spatial Resolution Sequence

Only a few data sets of G-band images exist with the full shagisolution of 0.055 pixel~* and a ca-
dence suitable for LCT. We selected a one-hour time-sesiegh was acquired starting at 04:00 UT on

19



2006 November 26. This high-spatial resolution sequenoé@ts 118 images with 20482048 pixels
and has a time cadence of about 30 s. The observations wdasrankion a quiet Sun region near the
disk center at heliocentric coordinates EA@8d S125 (1 = 0.99), which contains only a few G-band
bright points and no major magnetic flux concentrations.sThagion is typical for quiet Sun granula-
tion as encountered during the declining phase of solaecd8ljust before reaching the solar activity
minimum.

2.2 Implementation of the LCT Algorithm

2.2.1 Preprocessing of the G-band Images

The data analysis was carried out in fiéeractive Data Languag€iDL)3. Data sets are split in 60-
minute sequences with 30 min overlap between consecutiyeesees. In preparation for the LCT
algorithm, basic data calibration was performed, whichsggia of dark current subtraction, correction
of gain, and removal of spikes caused by high energy pasti@ay., flares and cosmic radiation). Fig-
ure 2.1 contains sample G-band images for the high-cadence andrbeduration data set after basic
calibration. After initial data calibration, the geometforeshortening was corrected, and the images
were resampled in a regular grid with a spacing of 80ki®0 km, i.e., the images appear as if observed
at the center of the solar disk. Residual effects of prajecthe surface of a sphere onto a plane are
neglected, since the FOV of the G-band images is still redbtismall. A grid size of 80 km was chosen
so that the fine structure contents of the G-band images vatrdiminished. Pixels close to the solar
limb were projected onto several pixels in planar coordisatThus, the accuracy of the flow maps at
these locations is not as good as for locations close to distec

The calibrated, deprojected 60-minute data sequencebalmsis for further data processing. In a
60-minute sequence are-0,1,2,...,L — 1 images, whert is the total number of images in a particular
sequence. For an image withx M pixels the intensity distribution is representedifyy;y) with x =
X0, X1,...,XN—1 andy = Yo, V1,...,¥Ym_1 as pixel coordinates. The indices are typically droppedakee
the notation. The data processing makes extensive use tdghEourier transform (FFT). The FFT of
the intensity distributioni(x,y) is simply .7 (i(x,y)) = | (k«, ky), where the upper case letter indicates the
FFT andkx = 211/x andk, = 2711/y are wave numbers corresponding the spatiandy-coordinates.

2.2.2 Aligning the Images within a Time-Series

In principle, images could be aligned using the pointinginfation of the spacecraft. However, we
calculate shifts between consecutive imagesg(x,y) andij(x,y) by computing the cross-correlation
using only the central part of the images, which is half ofdhiginal image size. The cross-correlation
between the consecutive images can be expressed as

axy) = O{FHFZ(iaxy) Z i1 (xy)]}
= O{F i1k ky) I (ko k)1 (2.1)

wherel indicates the real part of a complex quanti, [...] is the inverse FFT, antt (ky,k,) refers
to the complex conjugate dfky,ky). The position of the maximum of the cross-correlation fiorcis
computed with subpixel accuracy. Oncelalt 1 shifts between consecutive images are computed, these
shifts have to be applied in succession to align all imagdis kespect to the first image in the sequence.
Shifting the images is performed using cubic spline intifan with subpixel accuracy.

Once the time-series of G-band images is aligned the sihafuhe 5-minute oscillation is removed
by applying a 3D Fourier filter. This filter, sometimes calkedubsonic filter, has a cut-off velocity of
cs ~ 8 km st corresponding to the photospheric sound speed. This puceedn be written as

(Y1) = ZF (1 (Ke, ky, 0) - W(K, ky, @) (2.2)

Swww.ittvis.com
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wherel (ky, ky, w) = .7 (i(x,y;t)), and

1: w/ky < cs~8kms?
(ke ky, @) = { 0: w?kh >cs~8kmst (2.3)
is the filter function with horizontal wave numbler = (kZ + k7)%/2 and frequencyw = 271/t. Because
the subsonic filter uses a 3D Fourier transform, some edgetsfaire sometimes noted for the first few
and last few images in a time-series. For this reason we e@écdinl discard the images during the first
and last two minutes of the time-series after applying thessnic filter. Therefore, the final time-series
is shortened by this amount of time (see also the discussiBect.2.3.9. In the following, we drop the
prime and just usgx,y,t) to simplify the notation.

2.2.3 LCT Algorithm

The LCT algorithm is based on ideas put forward lbygvember and Simoi(1988. The algorithm
was adapted to subimages with sizes 0&32 pixels corresponding to 2560 km 2560 km speeding
up the computation of the flow maps. In this way, structureth Wimensions smaller than a granule
will contribute to the correlation signal. Because crosg-alation techniques are sensitive to strong
intensity gradients, a high-pass filter was applied to th&eeimage, suppressing gradients related to
structures larger than granules. The high-pass filter isdmented as a Gaussian with a Full-Width-at-
Half-Maximum (FWHM) of 15 pixels (1200 km). To indicate thae refer to an subimage with 32 32
pixels and not the entire image, we use the notatighy ). The Gaussian kernel used in the high-pass
filter then becomes

|y
g(Xlayl) = We 20 9 (24)

wherea = FWHM/(2v/2In2) andr (X,y) = (X2 +y'?)Y/2. First, a low-pass filtered version of the image
is computed

ilow(va) - i(X7Y) ®g(xl73/) ) (2-5)

where® denotes a convolution. In a second step, the high-passfiliarage can simply be computed
as

ihigh(X,Y) =1(X,y) —llow(X,y) - (2.6)

The result of this filtering is a detailed image, with the Igwasal frequencies removed, which is ideal
for estimating flow vectors using cross-correlations. Agaie drop the subscript and uigg, y) to ease
notation.

After preparing the images, we put into action the core LGJoathm. We compute the cross-
correlationc (x,y,X,y') over a 32x 32 pixel region centered on the coordinatesy) for each pixel in
image pairg;_1(x,y) andi(x,y), which can be written as

C|(X,y,X,,y’) - D{ﬁfl[ﬁ(h_l(x,y,x’,)/)g(x’,)/))-
Z* (3 X.Y)aXy))HdKy) (2.7)

whereg(x,y’) denotes a weighting function also serving as an apodisimglaw. This function has
the same form as the Gaussian kernel previously used in gtegaiss filter. This ensures that the
displacement vectors are computed without preferenceimudlzal direction. We also multiplied the
cross-correlation functions by a mask

1 r(x,y) < Csjim
d()(/7)/) = { 0: r(x’,y’) > CS,:im (28)

so that the maximum of the cross-correlation function i€ddrto be within a distance of 12 pixels
from its center. The typical time interval between conseeuimages is in the range from 60-90 s, i.e.,
a feature moving at the photospheric sound speeck of 8 km st would travel 480-720 km. This

corresponds to 6-9 pixels. This justifies our choicegh = 12 pixels, which also takes into account
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some numerical errors. The position of the maximum of thes@rrelation function is calculated with
subpixel accuracy by a parabola fit to the neighboring pix&lse numerical accuracy of the parabola
fit is about one fifth of a pixel or 16 km on the solar surface,ahtgorresponds to about 200 m‘dor
proper motions measured from a single pair of G-band imagasrefore, many flow maps had to be
averaged to determine reliable horizontal proper motions.

2.2.4 LCT Data Products

Once the individual flow maps were calculated, they weredsavdinary format. In addition, average
maps of horizontal speed and flow direction as well asxthendy-components of the horizontal flow
velocity (vy,Vy) were stored in native IDL format. Some auxiliary variablesrevsaved as well so that
they can be used, e.g., in annotating plots depicting thesaned flow fields. A sample of these plots for
a 60-minute average flow field is shown in Fig2. In Fig. 2.2a, horizontal proper motions are plotted
as red arrows with a 60-minute averaged G-band image as groackl. The arrows indicate magnitude
and direction of motions. An arrow with the length corresgiog to the grid size indicate a velocity of
1 km s1. The moat flow starting at the sunspot penumbra and terminati the surrounding G-band
network is clearly discernible.

In Fig. 2.2b, we used an adaptive thresholding algorithm to discerwdmt granulation, G-band
bright points, and strong magnetic features. Indiscriteilya we used a fixed intensity threshold of
Imag= 0.8 for strong magnetic features and an adaptive threshol@{oand bright points, which can be
given as

lpp=1.154+02(1—pu) (2.9)

whereu = cogq0) is the cosine of the heliocentric angle The darkest parts of sunspots (umbrae)
and pores can be identified using another fixed thresholgh@f= 0.6, while sunspot penumbrae cover
intermediate intensities froryark 10 Imag allotting the rangdmag to Ipp to granulation. The adaptive
threshold was necessary, as a first order approximatioctuat for the center-to-limb variation (CLV)
of the G-band bright points, which exhibit much higher casts near the solar limb. This adaptive
thresholding algorithm allows us to study the propertiebaizontal proper motions for different solar
features.

Apart from the conventional way of displaying velocity vas as arrows, we present two-dimensional
high-resolution speed (Fig..2c) and azimuth (Fig2.2d) maps. In these maps, the physical quantities
are computed for each individual pixel so that the fine stmacbf the flow field becomes accessible.
The color scale for the speed values is the same for all photki$ study. Indeed, we used the same
color scale for all flow maps in the database so that flows fiferdint scenes on the Sun can be directly
compared. In the azimuth map, the direction is encoded ir@k#t compass-rose, which can be found
to the very right of this panel. In principle, more colors ktbbe used to illustrate the flow direction.
However, such plots would become very crowded and are vad/thanterpret. The essential features
of the flow field, i.e., inward motion of the penumbral grainghe inner penumbra and outward motions
related to Evershed and moat flows, can easily be identified.

In Figs. 2.2e and2.2f, we compiled divergence and vorticity maps. The divergeota flow field
with velocity components$vy, vy ) is simply given as
0w dvy

=Y (2.10)

0.v= —2
v ox  dy

Similarly, the vertical component of the vorticity is giveg

dvy  dvy
Oxv= dy T (2.11)
For comparison with other studies, we calculated these wamifies for an area containing only
granulation and few G-band bright points. The maximum \&liee divergence (5 x 102 s 1) and
vorticity (0.6 x 10~2 s~1) are an order of magnitude higher than values found in pusvitudies. Higher
values are not surprising, because we calculated them &y @ixel in the high-resolution maps cap-
turing more of the small-scale motions. However, our valakshe 10" percentile for divergence
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Figure 2.2: (@) The average (60-minute) G-band image after correctigeometrical foreshortening corresponding to the G-
band image shown in Fig.1a. The red arrows indicate the magnitude and direction ofitiizontal proper motions. Arrows
with a length corresponding to the grid size indicate véiesiof 1 km s'1. (b) Adaptive and fixed intensity thresholds are used
to identify conglomerates of G-band bright points, gratialg penumbrae, umbrae, and pores. Color codes are us@ihto p
out (c) flow speed and (d) direction in high-resolution flowpsna The flow direction is encoded according to the 12 colors
of the compass rose. Sources and sinks in a flow field can béfiddrin (e) a divergence map, whereas (f) a vorticity map
imparts knowledge of rotation or spiral motion in a flow fielthe (g) forward and (h) inverse cork maps provide additional
means of visualizing converging and diverging motionst pasticles are displayed after they have followed the floovawo
(blue), four (orange), and eight hour (red). The conspisugetwork of corks is related to the spatial scales of the raeso
supergranulation.
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(4.3 x 107* s71) and vorticity (19 x 10~* s71) are essentially the same as reportedSayion et al.
(1994, who also computed these values for a 60-minute averagaek, §un flow field. On the other
hand, in the present study the divergence is four times amdahticity is two times higher than the
values presented bytrouset al. (1996 but their values were computed in the proximity of an enreygi
active region. In summary, keeping in mind the different L@arameters used in the different studies,
the statistical properties of the flow fields as presentetigstudy agree with previous investigations.

In order to visualize the temporal evolution of the horizdmroper motions, we computed forward
and inverse cork maps. In the forward cork map depicted in Eidy, evenly spread test particles are
allowed to float forward in time with a given horizontal spdeda certain time interval. We used the
method described bylolowny-Horas(1994. In the inverse cork map shown in Fig.2h, the particles
float backward in time. This is accomplished by simply rewgrshe sign of the velocity components.
The forward cork map is used to visualize regions of converdiows, and the inverse map is a good
tool to study divergence regions. We tracked test partidlesonsecutively two, four, and eight hours.
Test particles for these time steps are represented asdrlege, and red colors, respectively. These
particles were initially distributed on an equidistantfyased grid with a spacing of 10 pixels, i.e., one
particle was placed every 0.8 Mm. The most conspicuous eatithe forward cork map is that the
tracer particles that outline the network of G-band brighihfs, which corresponds to the boundaries of
the supergranulation. In the inverse cork map, a prominegtaf tracer particles outlines the divergence
line in the middle penumbra.

All plots presented in Fig2.2are production-quality PostScript files, which are coreeto Portable
Network Graphics (PNG) format so that they can be includeshireb page serving as the entry point to
the database. We prepared overview web pages for the ragpdates when suitable time-series of G-
band images were available, which contain eight plots of Eig and in addition movies in Audio Video
Interleave (AVI) format of the corrected G-band images aB agauxiliary information describing the
data sets. All these data products are generated using IRines without requiring any user interaction.
The results of this study will ultimately be published as aBiproject within theGerman Astrophysical
Observatory(GAVO)* as a value-added product of tHénodedatabase.

2.2.5 Timing Issues Related to the Image Capture

The LCT technique delivers localized displacements oleskim image pairs. These displacements in
conjunction with the time that has elapsed between the sitigui of both images yield localized velocity
vectors. Therefore, accurate knowledge of the time intdr@&aveen consecutive images used inthe LCT
algorithm is essential to provide reliable maps of the hamial proper motions. The time intenst for

the high-cadence image sequence observed on 2007 Juneotis shFig. 2.3 as the thin sawtoothed
curve at the top of the panel. It has a bimodal distributiothwaluesAt of 14.4 s (60.7%) and 16 s
(39.3%). The average value i ~ 15.0 s. The difference of 1.6 s is an artifact of the polarization
modulation. The polarization modulation unit (PMU) is lted just behind the telescope exit slit within
the optical telescope assembly (OTA) but in front of thetilipmirror that is employed by the correlation
tracker (se€ suneteaet al, 2008. A common CCD camera is assigned to both the broad- andwiaarw
filter imagers (BFI and NFI). The critical timing between caaand PMU is handled by the focal plane
package (FPP). The PMU is a continuously rotating waveplatech is always turned on — even for
non-polarimetric data such as G-band images. Its rotatiwiog isT = 1.6 s and all exposure timing
is controlled with the clock of the PMU. This is the reasontfte non-uniformity in the observed time-
interval At.

However, we do not find a zigzag pattern in the LCT displacamardicating that the exposures
were taken at a uniform time interval A (dash-dotted curve in Fig.3). We attribute the fluctuations
in the measured horizontal displacements to evolving featan the Sun and residual numerical effects
of the LCT algorithm. Therefore, we opted to use a fixed tinteriral At in the data analysis. Note that
sometimes a ‘traffic jam’ in the data transfer might resuleyen larger deviations in the time stamps
recorded in the FITS headers. On the other hand, averagdigdoal LCT maps over an hour (or
longer) will only result in velocity errors of less than atiewnf a precent, i.e., the speed measured by the

4www.g-vo.org
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LCT algorithm varies about its mean value as can be seen ihitiecurve at the bottom of Fig.3. In
summary, accurate timing has to be ensured to obtain rellabT flow maps and all data were checked
for consistency between recorded time stamps and measorembrital displacements. Because the
individual flow maps during the first and last 2 min of the omeshsequences do not reflect the true
proper motions but are artifacts of the subsonic filtering,axcluded them from the calculation of the
average flow maps.

2.3 Results

2.3.1 Statistical Properties of Flow Maps and Time Cadence S  election

The one-hour time-series on 2007 June 4 contains 238 G-baagks, i.e., the time cadencexisl5 s.
This higher temporal resolution allows us to study the msid accuracy of the LCT algorithm. We
calculated LCT maps using seven different time intersls- 15s, 30 s, 60 s, 90 s, 120 s, 240 s, and
480 s. Note that the time interval over which flow maps areayed is reduced tAT = 3600 s— At,
i.e., in case of the longest time cadence by as much as 8 mime¥dw, these slightly different averaging
times will not change the results discussed below. Wherguairindividual LCT maps to compute the
average horizontal proper motion, we refer to these datiaesntire sequenceOn the other hand, when
we split the entire sequence into four disjunct sets, we teféhem agnterleaved data sets.e., every
fourth LCT map is employed to compute the average horizgmtader motion. Because these flow maps
cover exactly the same period of time, differences can leetlrattributed to the numerical accuracy of
the LCT algorithm.

For the entire sequence and interleaved data sets we cargiatistical parameters that describe the
distribution of horizontal proper motions for granulatimnthe vicinity of active region NOAA 10960.
We used the adaptive thresholding algorithm (Egr) to select only granulation excluding G-band
bright points. The proper motions accordingly refer to plasmotions in the absence of any strong
magnetic field concentrations. This selection facilitatesparing horizontal flow speeds and their dis-
tributions in all cases of the present work.

We calculated the mean mediarnvmeg Maximumvmay, and 18" percentilev of the horizontal flow
speeds. The fOpercentilev;o represents the value for which 90% of the speed values wik$eand
10% will be greater tham;g. Since the maximum speegax is only based on a single value, it is easily
influenced by numerical errors and the data calibration. Ifepercentilevsg is more robust because
it describes a property of the entire distribution, i.ee thgh-velocity tail. Along with these quantities
we also calculated the varianoé, standard deviation,, skewness y, and kurtosigs . The last two
statistical parameters describe the deviation of a digtdb from the normal distribution.

We find an increase of the average velocity with increasinge ttadenceé\t starting from about
0.40 km st for At = 15 s, arriving at a maximum value of about 0.47 km for At = 60-90 s, and then
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decreasing to about 0.45 kmisfor At = 120 s, 0.34 km st for At = 240 s and further reaching the
lowest value of about 0.23 knt'$ for At = 480 s. Other statistical parameters sucl,as, V1o, Vmax
o2, andoy follow the same trend.

The initially increasing values can be explained by the tiewiired for a solar feature to move from
one to the next pixel. Three velocity values have to be ceneiti (1) the photospheric sound speed of
~8 km s71, (2) the maximum photospheric velocity s2 km s measured by LCT techniques, and (3)
the average speed for the proper motion of the granulatiea0os km st. ForAt = 15 s, the average
displacement is around one tenth of a pixel, whereas the mcathaccuracy for a single measurement is
only one fifth of a pixel, because the maximum of the crossetation function can only be determined
with this precision. Thus, in this case a solar feature hasffitient time to move, which results in
underestimating its velocity.

ForAt = 60-90 s, the horizontal displacement is sufficiently lagéhst a feature could have moved
to one of its neighboring pixels. The measured speed valuésdividual speed maps are now well
within the range where numerical accuracy issues are rnieiglidgstarting afAt = 120 s, the mean velocity
becomes lower, while there is sufficient time for the solatdee to move quite some distance, the feature
might have evolved too much, so that the LCT algorithm mighttany longer trace the same feature.
This leads to diminished horizontal velocities.

Thus, 60-90 s is the good choice for measuring of horizorgal §peeds with LCT techniques. In
this range of the time cadence, the mean valuetthe interleaved data sets are essentially the same.
Their deviations are much smaller than the previously dised systematic trends. In summary, all flow
maps for the database were calculated uding 60-90 s. If the time intervalt was shorter, a multiple
of the time intervalAt’ = nAt with n = 2,3, or 4 was used.

2.3.2 Determining the Duration of the Time Averages

How many individual LCT maps have to be averaged to yield ialld flow map? As previously dis-
cussed, the parabola fit to the maximum of the cross-coimelaets one limitation. However, there are
also method-independent issues to be considered. Sdlards&volve over time so that a global pattern
reveals itself only after averaging many individual LCT mapVe computed the mean horizontal flow
speed as a function of the number of individual LCT maps therewised to arrive at an average flow
map. The number of flow maps corresponds to the time inté&Vadver which the individual flow maps
were averaged.
Figure 2.4 presents this functional dependence for the time cademoesit = 15 s to 480 s. All

curves start with high velocities when only a few individkalT maps are averaged. It takes about
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Figure 2.6: Time-averaged G-band images with horizontal flow vectorsmated forAT = 1, 2, 4, 8, and 16 h. Arrows with the
length corresponding to a grid spacing indicate velocitieskm s1. The background images are displayesl€ | /1y < 1.5.

20 min before the curves level out and approach an asymptalie, indicating that these average
flow maps are still dominated by the motions of fine structwetained within the sampling window.

As discussed in the context of the statistical propertiethefflow maps, short time cadencéstend

to underestimate the flow speed. If flow speeds have been dethfor time intervals shorter than

20 min, feature tracking methods are more appropriate th@h techniques, in particular for small-

scale features.

We find that all curves up tat = 90 s are stacked on top of each other without crossing the next
higher curve at any point. Startingit= 120 s, we find that the curves corresponding to the longer time
cadences cross the other curves after about 20—25 min. sTé&mther indication that solar features have
evolved too much so that LCT fails to properly track their it This behavior provides an explanation
for the spread of velocity values found in literature. Intjaar, short time-series, as often encountered
in ground-based observations, might be biased toward higHecities. In summary, our choice of 60-
minute averages for LCT maps is a conservative one that tieesolar features sufficient time to reveal
the global flow pattern.

2.3.3 Selection of the Sampling Window

How do the horizontal proper motions depend on size and FWHHMe Gaussian kernel used in the
LCT algorithm? To answer this question, we calculated looitizl proper motions using a Gaussian
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Table 2.1: Various parameters describing the horizontal proper metad granulation and G-band bright points calculated over
time intervalsAT = 1,2,4,8 and 16 h.

AT v Vimed V1o Vmax Ov Viv Vov
[h] [kms™] [kms™] [kms™1] [kms1] [kms™

Granulation 1 ™3 039 078 186 024 073 017
2 0.39 036 069 142 021 056 -0.21

4 0.34 031 060 125 019 065 010

8 0.30 029 050 087 015 046 -0.12

16 023 022 038 074 012 053 001

Bright Points 1 @2 022 037 070 010 035 -0.25
2 0.22 022 035 055 010 018 -057

4 0.17 017 027 052 0.08 041 010

8 0.15 015 024 045 007 044 028

16 012 012 020 041 006 052 048
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Figure 2.7: Relative frequency distributions of horizontal proper ions for quiet Sunléft) and G-band bright pointsight)
calculated oveAT = 1 h (solid), AT = 2 h (dotted, 4 h (dashed, 8 h ([dash-dot-dotte] and 16 h dash-triple-dottel

kernel with 64x 64 pixels, which is equivalent to 5120 kmn5120 km on the solar surface. This larger
kernel was chosen to encompass successively broader FWidMhdose four FWHM of 7.5, 15, 22.5,
and 30 pixels corresponding to 600, 1200, 1800, and 2400 &spectively. The FWHM of 1200 km
matches the size of a granule. Individual LCT maps are predifiom image pairs separated by 60 s
in time. We computed the statistical parameters relatingramulation for the entire sequence and the
interleaved data sets. All statistical parameters areedsorg with increasing FWHM (except for the
skewnessy y and kurtosisy,,). For FWHM = 600 km the mean velocity is; = 0.48 km s which
decreases to = 0.47 km s for FWHM = 1200 km,v = 0.41 km s for FWHM = 1800 km, and
further tov = 0.37 km s! for FWHM = 2400 km. Small-scale features, which exhibited the highest
proper motions, are lumped together with regions of low flpeexls when the FWHM increases. This
effect is displayed in Fig2.5, which shows the speed and azimuth maps for the four FWHM.efarb,

for a given FWHM all statistical parameters agree with eatteiofor up to three significant digits, i.e.,
there is no indication that the algorithm’s numerical aecyrdepends on the FWHM of the kernel used
in LCT.

In the case of FWHM= 1200 km, the statistical parameters are very close to the caleulated for
the same FWHM, but with a kernel of 3232 pixels. This is not surprising, because the Gaussiarekern
assigns a much stronger weight to features in the centeedithimage, i.e., the periphery in the:684
pixels FOV has only a small influence in determining the dispient vector for a pair of subimages.
This of course only holds true as long as the wings of the Gausk not significantly extend beyond
the edges of the kernel. Convolving the average flow map (FWHMO0O0 km) with a Gausssian kernel,
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which had a size of 3R 32 pixels and FWHM= 26.4 pixels (2112 km), we arrive at a smoothed version
(see right column in Figz.5), which is virtually identical with the flow map with FWHM: 2400 km.

In conclusion, it makes no difference, whether one usegeaild\WHM while computing LCT maps
or one smoothes the maps after computation. In both casesedhlts are virtually the same. Because
only minor changes in the LCT results were observed for kerwith 32x 32 pixels as compared to
64 x 64 pixels, the smaller kernel was chosen that significamttjuced the computing time. Further-
more, the smallest FWHM produces the most detailed flow mapswvever, we chose a FWHM of
1200 km, favoring the spatial scales of granulation, whiotiecs the largest fraction of the observed
area. Additional smoothing can still be applied in the latata analysis stages to either reduce noise
or to track flows on larger spatial scales. For case studissirtgpot’s fine structure, a smaller FWHM
might be more appropriate.

2.3.4 Numerical Errors in Calculating Flow Maps

We computed the pixel-to-pixel rms-error for the magnitade direction of the flow velocity using the
interleaved data sets for different time cadentseand for different FWHM of the sampling window.
Six difference maps (sets-12, 1- 3, 1—-4, 2— 3, 2— 4, and 3- 4) can be computed from the four
interleaved data sets, thus for each pixel, we can derivertioes, which are primarily due to numerical
errors inherent to the LCT algorithm. The rms-error in vélois 15-90 m s* from shortest to longest
cadence. The corresponding rms-error in direction®is36°. However, for cadences in the range of
60-90 s, which is the range used to create the database, sherron of the velocity is typically in the
range from 35-70 m¢, while the values for the direction vary by as much a&-1&. The largest
variations in direction are observed near the boundarigmtthes showing coherent flows. Even after
correcting the 2Zr ambiguity in the difference maps, we find high values at tHesations. As a side
note, the rms-error in direction justifies our choice of aocalheel with only twelve segments in the
display of the azimuth maps. One segment covefssB0that pixel-to-pixel variations of abodt15°
are suppressed. Otherwise, the azimuth maps would becanoveawded, and consequently, the overall
flow pattern is no longer perceptible.

For a different FWHM of the sampling window, rms-errors fpeed and direction decrease with
increasing FWHM. The velocity error is 35 m’ and the error in direction is aboutlfdr a FWHM of
1200 km. These errors decrease to 15mand 5 for a FWHM = 1800 km and to 10 nT$ and 4 for a
FWHM = 2400 km. Here, the decreasing rms-errors can be atitibto the smoothing effect of a wider
sampling window, i.e., more pixels are used with higher Wtidn the cross-correlation. Furthermore,
the rms-error in magnitude and direction for the time cadéiic= 60 s is nearly the same regardless of
the size of the Gaussian kernel (832 pixels vs. 64 64 pixels).

Finally, we calculated Pearson’s correlation coefficiesttteen LCT maps of the interleaved data
sets. Pearson’s correlation coefficient indicates theadegf a linear relationship between two variables.
A positive value of unity indicates that the data sets aratidal, disregarding a linear scaling factor.
The linear correlation coefficient for different time cadesAt decreases from 0.99 to 0.93 starting at
the shortest and ending at the longest cadence. The highadefjcorrelation indicates that all essential
features of the flow field are captured by the LCT algorithme ffonotonic decrease, however, indicates
that numerical errors increase when the cadeAté®come too large.

2.3.5 Long-Lived Features in Flow Maps

The one-hour time interval over which the LCT maps are awataglinsufficient to identify features that
need longer to evolve, such as meso- and supergranulatimrefbre, to clearly identify the boundaries
of these large-scale convective cells and to visualize ffeete of longer time averages, we averaged
LCT maps oveAT = 1, 2, 4, 8, and 16 h. For this purpose, we utilized the longtiom data set with
960 images and chose a time cadefite- 60 s.

As before, we calculated the statistical parameters foetiige sequence and the interleaved data
sets for granulation. All velocity values, with exceptiohtioe skewnes; , and kurtosisy ,, decrease
with increasing time intervals over which the individual T@naps are averaged. FAT = 1 h, the
mean velocity isy = 0.44 km s'%, which decreases 0= 0.38 km s* for AT =2 h,v=0.34 km s}
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Table 2.2: Statistical parameters describing the frequency didioha of the horizontal proper motions of various solartdieas
(over all FOV, granulation, penumbra, umbra, and G-banghbmoints).

2

v Vimed V1o Vmax oy oy Yiv  Yov
Feature [kms!] [kms1 [kms 1 [kms 1 [km?s?] [kms]
All 0.44 040 0.83 195 007 027 076 021
Granulation o7 043 0.85 195 0.07 027 0.67 0.08
Penumbra (B0 024 062 143 0.05 023 146 207
Umbra 023 019 040 192 0.04 020 366 2044
Bright points 023 020 043 121 003 015 143 265

Relative Frequency

Figure 2.8: Relative frequency dis-

tributions of horizontal proper mo-

tions computed for all solar fea-

tures 6olid), G-band bright points

_ _ _ oo — i - (dotted, granulation dashed, um-

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 bra (dash-dottel and penumbra
Velocity [kms ™ (dash-triple-dottejl

for AT =4 h,v=0.30 km s'1 for AT = 8 h, and further tov = 0.23 km s'1 for AT = 16 h. The mean
speed approaches a value for the global flow field with iningaST. However, the value foAT =1 h

is only slightly lower than previously computed for the higlidence sequence. These small deviations
(< 0.05 km s1) reflect only minute differences between the scenes on the sarface.

Fig. 2.6 contains the time-averaged G-band images with superpasedsaindicating speed and
direction of the horizontal proper motions fAmT = 1, 2, 4, 8, and 16 h. The region shows granula-
tion and G-band bright points to the west of active region MOI930. Magnetic features dominate
the long-duration time averages, i.e., the flow speed is Ibwres strong magnetic fields are present in
the chromospheric network, and conversely, the speed switere G-band bright points outline the
boundaries of large-scale convective cells. The high spassdociated with the local convective pattern
of granules have diminished for the long-duration flow mags @nly the converging motion toward the
cell boundaries remains, which explains the statisticaperties of the velocity values discussed above.
The overall visual impression of the vector maps is that thews are more ordered in the long-duration
maps, whereas in the short-duration map§ & 1 and 2 h) a larger scatter of the flow vectors is ob-
served on smaller scales. Nonetheless, the imprint of #enhso- and/or supergranulation is already
visible in the short-duration flow maps and becomes more rem the longer the time interval is over
which the LCT maps are averaged. Strong converging motiande found in Fig2.6 near the vertical
alignment of G-band bright points in the northeast corneghefFOV and at the boundary of the larger
supergranular cell in the southeast corner of the FOV. Therguanule also contains substructure on
smaller scale, i.e., a strong divergence center exactlyarcéntral FOV, which can be clearly seen after
averaging for at leadliT =2 h.

We plotted the relative frequency distributions of the floglds spanning time intervals &fT = 1,

2, 4, 8, and 16 h in Fig2.7 to gain insight into the statistical properties of the lahgation data sets
— this time for both granulation and for G-band bright painthie statistical parameters characterizing
these distributions are provided in Tabl for reference. The distribution describing granulationtfe
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Table 2.3: Statistical parameters describing the frequency didioha of the horizontal proper motions for various image
scales derived from the high-spatial resolution sequence.

Image scaler v Vined Vig Vimax lor; oy Viv  Yov
[pixel 1] [kmpixel '} [kms™1] [kms1 [kms1] [kms 1 [km2s? [kms

0.05% 40 0.54 0.52 0.89 1.60 0.07 0.26 0.42-0.09
0.11¢ 80 0.53 0.52 0.88 1.62 0.07 0.26 0.42-0.09
0.16% 120 0.52 0.51 0.87 1.58 0.07 0.26 0.46-0.04
0.22¢0 160 0.50 0.48 0.83 1.54 0.06 0.25 0.50 .09
0.279 200 0.47 0.45 0.79 1.57 0.06 0.24 0.55 .19

shortest time intervalAT = 1 h) is the broadest and has an extended high-velocity taiérdstingly,

for velocities up to 0.6 kms this distribution is virtually the same as the distribution an averaging
time, which is twice as long/T = 2 h). The only difference is the high-velocity tail. This cha
interpreted that proper motions on small scales still mbké presence known, if individual LCT maps
are not averaged for at least two hours. The peaks of thesiudi®ns shifted towards lower velocity
values (from 0.43 to 0.23 knt8) for longerAT. In addition, their standard deviations are progressively
becoming smaller (from 0.24 to 0.12 km'3. The progression of the frequency distributions shown in
the left panel of Fig2.7 supports the conclusion that the essential features ofdomgtion LCT maps
have been captured f&T = 8-16 h.

The frequency distributions for G-band bright point difiesome aspects from those for granulation.
The high velocity tail is less prominent and all statistipalrameters describing the distributions are
reduced by about a factor of two. The two distributions wite shortest time intervald{ = 1 and
2 h) show a hint of a bimodal distribution, and they are sketeadrd higher velocity values. However,
this might be an artifact of the adaptive thresholding atgor, because the areas covered by G-band
bright points are smaller and well defined in the short-domaintensity maps. Thus, considering the
FWHM = 1200 km of the sampling window, a larger contributioarf granulation is expected, if more
isolated G-band bright points are present in the maps, wdnietused for threshholding. Eqh9 was
slightly modified to accommodate the longer time intervalkjch lead to a fuzzier appearance of the
area covered by G-band bright points and result in a diménistontrast of the G-band bright points.
Because no contemporay magnetograms with a comparabial spablution were available, we cannot
comment on the influence of flux emergence or dispersal duhiegbserved time interval. However,
active region NOAA 10930 showed pronounced activity. Irtipatar, the penumbra of the small sunspot
just to the east of the FOV decayed and resulted in continflatsg in the active region.

Even though long-duration time averages are an importahttben studying large-scale convective
patterns or the persistent motions in an active region,dheciy of such data sets argues against their use
for comprehensive and comparative studies. Since mostedthhracteristics of flow fields are already
captured in one-hour averages, we optedX@r= 1 h. Furthermore, selecti§T = 1 h allows us to
study changes in long-duration time-series by computireraged flow maps every 30 min. Another
consideration is that one hour is more then ten times thedyfifetime of granules, so that the proper
motions of individual granules should be negligible andbglanotion patterns will reveal themselves.

2.3.6 Frequency Distributions for Different Solar Feature s

The simplest approach to describe flow fields would be to caeniine overall frequency distributions for
a particular FOV. However, this simplistic approach is ffisient to recover the underlying physics of
plasma motions in the presence (or absence) of strong madeét. We used the adaptive thresholding
algorithm (Egqn2.9) described in Sec®.3.4to compute frequency distributions for granulation, peaum
brae, umbrae/pores, G-band bright points, and the entixére@ardless of the features contained in this
region. For this case study, we used the high-cadence seg|eee Fig2.2b for thresholded image)
with At = 60 s,AT =1 h, and a FWHM = 1200 km. The respective distributions arevehia Fig. 2.8,
and the corresponding statistical parameters are sumgdarizTab.2.2. Similar plots and tables will be
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Figure 2.9: Time averaged G-band images with horizontal flow vecttms)(and flow speed mapg@ttom) for different spatial
resolution. Arrows with the length corresponding to thedgpacing indicate velocities of 0.5 km’s The color coding is
same as in Fig2.2(c).

included in the database subsuming the more than 200 datadtsstwere analyzed as part of this study.
We provide Fig.2.8 and Tab.2.2 to facilitate the comparison with other case studies. Haxethese
data are not representative (in the sense of a mean valual) éata sets contained in the database.

A barely detectable shoulder in the frequency distribuionoverall the FOV and the extended
high-velocity tail already hint that this distribution dams contributions from various solar features.
Its mean velocity = 0.44 km st is only slightly lower than the corresponding value for gration
v=0.47 km s! that dominates the FOV. The distribution for granulatiomisader, and a low value
of kurtosis »y = 0.08) leads to a flatter peak, where any indication of a shousdabsent. There is a
noticeable difference in the distributions of strong maignelements and granulation. The distribution
curves for G-band bright points, umbral and penumbral regice narrow, with sharp peaks and are
shifted toward left compared to granulation and overall FOMe mean velocity for these region vary
from v= 0.30 km s! for penumbrae to = 0.23 km s'* for umbrae/pores and G-band bright points.
Interestingly, the distributions for the umbrae/pores tredG-band bright points are virtually identical,
while that for the penumbra has significant contributiongekicities above 0.4 knT$. This is indicative
of the more complex flow fields in the penumbra, where penuhgreans move preferentially in the
radial direction — inward in the inner penumbra and outwarthe outer penumbra. This also illustrates
that some of the small-scale horizontal proper motions eacalptured with the current implementation
of the LCT algorithm.

2.3.7 Flow Maps for Different Spatial Resolution

Even though not at the core of our study, we will address tlestipn of how the spatial resolution affects
the determination of the horizontal proper motions befasactuding this study. We used the high-
spatial resolution sequence of Sec2.3and treated it exactly as all the other data with the excaptio
that the G-band images were sampled at 40, 80, 120, 160, &nki2@fter correction of geometrical
foreshortening. Multiples of 40 km were chosen to match Hireode SOT/BFI pixel size of 0.55
Obviously the number of pixels in the sampling window had ecaldjusted. However, shape, size, and
FWHM = 1200 km of the sampling window were not changed.

The values describing the respective frequency distobstiare given in Tat2.3. They were com-
puted for areas where the granulation covered the full FQ\véVer, to visualize the minute changes
in the flow maps, we show in Fig.9 only an area of 8 Mmx 8 Mm. In the top row of Fig2.9, the
flow vectors are superposed on one-hour average G-bandsmdiledifferent image scales. This scene
on the Sun is dominated by converging motions towardkdsbaped alignment of G-band bright points.
The grid spacing corresponds to 320 km and the length of teevarwas chosen so that an arrow with a
length of exactly the grid spacing corresponds to 0.5 ki $he differences are so minute that they only

32



€€

Table 2.4: Summary of LCT results in previous studies.

a FWHM dgig At AT
[pixel™1] [s] [min]

V£ oy
[km s

Vimed
[km s

Vmax

[km s71]

Remarks

November and Simo(19889 andNovember(1989

0.250 3.3 20" 67 80

Brandtet al. (1988
0.03% 24 0.8 60 79

Title et al. (1989
0.167 40 25 60 28

Bergeret al. (1999
0.08% 0.83 04 24 70

Shine, Simon, and Hurlbu(2000
0.600 48 24 60 60

0.5-1.0 (for source regions)

0.67

0.370.45

110+1.30

0.49

0.70

0.47

1.2

<12

~4.0

15

continuum images afi517.5 nm, Universal Birefrin-
gent Filter (UBF), 12 s exposure time, Dunn Solar Tele-
scope/Sacramento Peak

broad-band (5.4 nm) images a#696 nm, Solar Opti-

cal Universal Polarimeter (SOUP), 20 ms exposure time,
Swedish Solar Vacuum Telescope/Observatorio del Roque
de los Muchachos

broad-band (100 nm) images 2600 nm, SOUP, short-
exposure images recorded on photographic film, Space-
lab 2, provides also proper motion measurements for other
FWHM down to 1.0

G-band imagesi4305+ 0.6 nm, SOUP, 20 ms expo-
sure time, SVST, LCT parameter study and comparison of
proper motions between granulation and network

continuum images near the NA676.8 nm line, Michel-
son Doppler Imager (MDI), Solar Heliospheric Observa-
tory (SoHO), long-duration sequence of 45.5 h

Note: a: image scale, FWHM: width of the sampling windoslyq: grid spacing on which LCT flow vectors are computétt, image cadencéT: time interval over
which individual LCT maps are averagedf oy: average flow speed and standard deviatigrg median value of the frequency distribution, anghx: highest

observed flow speed.



show up in difference images of the LCT maps. The bottom rowigf2.9 shows the flow speed at the
same color scale as used in all the other figures for eachipixieé FOV. The overall appearance of the
flow field is the same. However, the low-resolution maps lolmckier owing to the coarser sampling,
and some of the fine structure starts to fade out.

In summary, the average velocity diminishes from 0.54 krhat the highest spatial resolution to
0.47 km s! at the lowest resolution. This trend is the same for all oflsameters with the exception of
kurtosis and skewness. Changes of less than 15% in velamityot explain the broad range of velocity
values for the horizontal proper motion reported in literat Note, however, that thdinode data are
not susceptible to the adverse affect of seeing, i.e., gkdiased LCT measurements will be much more
affected the higher the spatial resolution. Even thougimgeshould not introduce a systematic bias in
LCT (seeNovember and Simqri988), it will still affect the noise in the LCT measurements.

2.4 Conclusions

Many case studies exist in the literature that describezbotal proper motions based on LCT or FT
techniques. Even though most of them agree on the morphaibtiye observed flows, significant dif-
ferences are found when quantifying the flow properties. id@ssobvious differences inherent to the
techniques, the choice of parameters such as sampling wirithoe cadence, and duration can signif-
icantly impact the outcome. Some results of previous studie provided in Tat2.4 for convenience
and to ease the comparison with the present investigation.

We presented the implementation of an LCT algorithm, whiéls wsed to create a database of flow
maps derived from time-series of G-band images observddHiitoddSOT. The parameter study and
error analysis will also be beneficial to other studies usi6gd techniques. Even for observations from
the ground, our results provide guidance, since LCT teclasigare not biased by seeing ($ée/ember
and Simon 1988 so that our error estimates can be understood as a lower limi

Justifying the choice of parameters for LCT and FT algorghimalways a challenging task, which
should be driven by the scientific purpose of the study. Irptiesent study, the emphasis was on creating
a database of flow maps that can be used in statistical igagistns regardless of the type of solar feature,
location on the Sun, or solar activity. We summarize our ohoif LCT parameters.

O The flow maps are based on time-series of G-band images wdncasAt between 60 s and
90 s. If the cadence is shorter, features with low velocitesnot be accurately tracked, whereas
in longer cadences the features will have evolved too muctht algorithm to recognize them
any longer. Our cadence selection is conservative in theesat we limit our database in favor of
better comparability. Note that there is a significant nurmdfes-band time-series with cadences
of about 2 min, that are not included in our database.

O The evolution of individual features (granules, brightmisj penumbral grains, umbral dots, etc.)
dominate flow fields on short time scales. Therefore, avagagver time scales significantly
longer than the lifetime of the aforementioned featureseisessary to yield the global flow field.
Our choice ofAT = 1 h over which the flow maps are averaged ensures that thel dlobdields
has emerged from the motions of individual features anddtfficient flow maps were averaged
to reduce the numerical rms-errors for magnitude and directf the flow vectors to reasonable
values of 35-70 ms and 10-15, respectively. Note thakT = 1 h is not an appropriate choice
for studies focusing on meso- and supergranulation becigsassociated flow pattern is still
very noisy and could be more easily perceived in longer tiwerages. However, long-duration
time-series are rare to facilitate these studies. When@werseries with longer durations were
available, we computed one-hour flow maps with an overlapaihi so that the temporal evo-
lution of the flow field can be monitored, which is of partiaulaterest for the investigation of
explosive events such as flares, filament eruptions, anchabnoass ejections.

O In principle, the spatial resolution dfinodéSOT would allow one to track features, that are
smaller than one second of arc. Our choice of a Gaussian sgmyphdow with 32x 32 pixels and
a FWHM of 1200 km was again motivated by establishing a datloé flow maps for statistical
studies. Therefore, we used a FWHM, which corresponds appately to the size of a granule,
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which is one of the ‘largest’ elements of solar fine structur@racking flows on larger spatial
scales can still be accomplished by smoothing the flow mdpsthie fact.

In forthcoming studies (e.g., Chaptsand 3), we will use the database of flow maps to study the
statistical properties of pores, the motions in sunspoupdmae, and their relation to the flow pattern
observed in the moat of sunspots. Several years of G-bareddémies and more than 1000 individual
flow maps facilitate the study of these flows during the lifeleyof solar features and environment, i.e.,
as a function of solar activity or the complexity of the sumding magnetic field. Once thoroughly
tested, the value-addddinodgSOT data will be made available as a small project withindbepe of
GAVO.
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Chapter 3

Evaluating Local Correlation Tracking
Using CO5BOLD Simulations of Solar
Granulation

The interaction of flow and magnetic fields on the solar serfaéntimately linked to the ever changing
appearance of solar activity. Various techniques wereldped to measure photospheric proper motions.
November and Simo(iL989 introduced the LCT technique to the solar physics commguwibhich was
previously developed byeese, Novak, and Clard971) to track cloud motion from geosynchronous
satellite data. Since then many variants of the LCT algorithere used to quantify horizontal flow
properties in the solar photosphere and chromosphere.nRecéerma and Denke(2011) adapted the
LCT algorithm to G-band images captured by SOTneteet al, 2008 on board the Japanekinode
mission Kosugiet al, 2007 with the aim to establish a standard method for bulk-prsiogsof such
time-series dataBeauregard, Verma, and Denk@012 modified the same algorithm for continuum
images of theHelioseismic and Magnetic Imag@iMI, Scherreret al,, 2012 on board SDOResnell,
Thompson, and Chamber}ig012).

Besides photospheric and chromospheric images, magaetegure often used to determine hori-
zontal proper motions\Welschet al. (2007 tested and compared various techniques: minimum-energy
fitting (MEF, Longcopeg 2004, DAVE (Schuck 2009, Fourier local correlation tracking (FLCVyelsch
et al, 2009, the induction method (IMKusanoet al,, 2002, and induction local correlation tracking
(ILCT Welschet al, 2004). These algorithms were applied to simulated magnetogtesing the anelas-
tic MHD code byl antz and Far{1999. However, the results were not conclusive, because atodest
showed considerable errors in estimating velocities. hegad, MEF, FLCT, DAVE, IM, and ILCT lead
to similar results with a slightly better performance of DRV estimating direction and magnitude of
the velocities but the magnetic flux and helicity were recedeetter using MEF.

The study byWelschet al. (2007 was extended b§zhae and Sakur§2008, who tested three optical
flow methods, i.e., LCT, DAVE, and NAVESchuck 2009, using simulated, synthetic, ahtinodemag-
netograms. NAVE performed well in detecting subpixel, sppel, and non-uniform motions, whereas
LCT had problems in sensing non-uniform motions, and DAVE&pliiyed deficiencies in estimating su-
perpixel motions. However, LCT is the fastest and NAVE thenglst algorithm. Chae and Sakurali
(2008 proposed to select smaller sampling windows to get moralddtvelocity maps and to lessen the
computational demands.

Simulated continuum images@gler et al, 2005 were used bylatlochet al. (2010 to characterize
properties of mesogranulation. However, to the best of mawkedge no systematic study has been
carried out based on simulated continuum images to evathateeliability, accuracy, and parameter
dependence of LCT. In this chapter, we present the resultgyofously testing the LCT algorithm
of Verma and Denke(2011) using COBOLD simulations of solar convectiori-(eytaget al,, 2012).
Ultimately, we want to answer the question, how much of theeulying physics can be captured using
optical flow methods.
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Figure 3.1: First (left) and one-hour averagedght) images with 400< 400 pixels and an image scale of 28 km pixetaken
from a CGPBOLD time-series of solar granulation. Because of the Gandernels ifiset in the lower right corndrof 128 x

128 pixels used as sampling windows, the original imagewa®reduced by 128 pixels. The white squares mark the region
with a size of 273x 273 pixels that remains after the LCT computation.

3.1 CO5BOLD Simulation of Granulation

Radiation hydrodynamic simulations of solar and stellafase convection have become increasingly
realistic producing many of the observed features. ThERIM D code reytaget al, 2012 offers a
unigue opportunity to evaluate a previously developed LEodrathm (Verma and Denkg2011) and to
explore the parameter space for tracking solar fine-streicia particular for scrutinizing the multi-scale
(time and space) nature of solar surface convectior?BI.D simulations can be computed for a variety
of solar models. The CEBOLD simulations are non-magnetic, i.e., pure radiatiodrogynamics. Here,
the grid dimensions of the simulation are 40800x 165 and the horizontal cell size is 28 kw28 km
with the vertical grid spacing increasing with depth fromki in the photosphere to 28 km in the lower
part of the model, resulting in a box with a size of4% 11.2 x 3.1 Mm®. Even larger simulation boxes
are needed to study convective signatures on larger sgatéds. Matloch et al. (2010, for example,
extracted characteristic properties of mesogranulaog.,(size and lifetime) from three-dimensional
hydrodynamical simulations (MURaM codégler et al,, 2009.

In the first part of this study, we use a time-series of snagstiche bolometric emergent continuum
intensity based on a high-resolution EEIDLD simulation of granulation. The 140-minute time-serie
comprises 832 images with a size of 40@00 pixels at a time cadence &f = 10 s. The image scale
is 28 km pixet L. The first image of the time-series is shown in the left paf@lig. 3.1. The intensity
contrast of image is about 15.9%. Taking the average of 3@@é&w (right panel of Fig3.1) reduces
the contrast to about 5.3% but the appearance of the ingguesitern still remains granular without any
indication of long-lived features.

In general, the modulation transfer function (MTF) of thieseope has to be considered when com-
paring simulated with observed dataddemeyer-Bohm and Rouppe van der Vp2@09. However, we
did not convolve the images with the point-spread-functomclude the instrumental image degrada-
tion, because the fine-structure contents of an image is diyehe Fourier phases and not the Fourier
amplitudes. Modifying the Fourier amplitudes in granwatimages or changing the shape and width of
the LCT sampling window are intertwined and could be in gpledisentangled but at the cost of com-
plexity. In the second part of the data analysis, we compaa & CT results with the underlying velocity
structure of the CEBOLD simulations. The time cadence of the velocity data @syéver, reduced to
At =20 s. To maintain an impartial comparison, all LCT maps wemguted first before confronting
them with the intrinsic velocity field of the CBOLD simulations.
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3.2 Local Correlation Tracking

Flow maps were computed using the LCT algorithm describédeima and Denke(2011) but initial
image alignment, subsonic filtering, and geometric coimacivere excluded. An important difference
between theHinode and COBOLD data is the image scale of 80 and 28 km piXelrespectively.
Sampling windows and filter kernels of 3232 pixels were the choice for processiHinode G-band
images because the computation time should be kept to a ommifar bulk-processing of time-series
data. However, for this study we opted for sizes of ¥2828 pixels to adapt to the higher spatial
resolution of the simulated granulation images and to ektmr parameter study to include broader
sampling windows. The drawback is of course a much increasagutation time. In principle, smaller
sampling windows could have been chosen for smaller FWHMdiutonsistency, we decided not to
change window or kernel sizes. In a direct comparison withgfrevious work of/erma and Denker
(201D, these small differences are of no concern.

A 128 x 128-pixel Gaussian kernel with a FWHM = 1200 km is shown asllastiation in the
lower-right corner of the right panel in Fig. 1 If not otherwise noted, this kernel is used as a high-pass
filter, even though this is not strictly necessary in the abseof strong intensity gradients (e.g., umbra-
penumbra or granulation-penumbra boundaries) and gesitipes introduced by the limb darkening.
Because of such sampling windows and kernels the size ofdimputed LCT maps was reduced to
273x 273 pixels from the 408 400 pixels of the original images, which is indicated in Fg. by white
square boxes.

3.3 Results

3.3.1 Persistent Flows and the Duration of Time Averages

One application of LCT techniques is to uncover persistemizontal proper motions. The imprint of
solar convection results in a photospheric flow field witHet#nt spatial scales: granulation 1-2 Mm,
mesogranulation 3—10 Mm, and supergranulatiec80 Mm (Muller et al, 1992. The LCT method re-
covers the corresponding flow features from time-serieofgspheric images. This raises the question,
if similar signatures are present in the simulated timésesf granulation.

In Fig. 3.2, we computed flow (top row) and divergence (bottom row) mapshe first (left column)
and last (right column) hour of the time-series. We chosene ttadence ot = 60 s and a Gaussian
sampling window with a FWHM-= 1200 km and then averaged the individual flow maps &Mee= 1 h to
facilitate easier comparison with the studyvefrma and Denkef2017). This choice of input parameters
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Figure 3.3: Speedtop) and divergencebptton) maps averaged over time intervals’df = 15-120 min. The LCT maps were
computed using a time cadence/f= 60 s and a Gaussian sampling window with a FWHM200 km.

produced the most reliable results when previously applie¢tinodeG-band images. The mean speeds
and their standard deviatiows are 051+ 0.20 km s and 068+ 0.31 km s 1 for the first and last hour,
respectively. The mean speed in the later case is higher @yt ause of a large structure with high
velocities in the top-left quarter of the flow map. The divarge of a flow field with velocity components
(vx, Vy) is computed a8l-v = 9v%/ax+9%/gy. On average the divergence values are two times higher than
the ones forHinode G-band images discussed Vierma and Denke(2011). The superimposed flow
vectors clearly indicate the locations of the diverging aadverging flows.

Neither the two flow nor the two divergence maps bear any rbkeroe to another suggesting that
after about one hour persistent flow features are no longesept in the CEBOLD time-series. The
absence of meso- or supergranular features is, howevearctdconsidering both the horizontal dimen-
sions and the depth of the simulation box. Interestinglpret flow features will still be present even
after averaging for one hour, which points to the necessityrmer time-series for assessing convective
flow properties on larger spatial scales.

The time dependence of the average flow field is depicted inZigalong with the corresponding
divergence maps. These maps were computed with the samepigmaumeters as in Fi¢.2 but in this
case with different time intervalkT = 15-120 min over which the individual flow maps were averaged.
Proper motions of single granules are well captured when fiaps are averaged ovAmT = 15 and
30 min, which is evident from the speed maps containing mdsdtures of typical granular size. How-
ever, contributions to the flow field from separate granutessaeraged out over longer time intervals
AT, but some long-lived features might survive the averagioggss. Most notably, a high-velocity fea-
ture with negative divergence (converging flows) remainhécentral part of the maps. It first appears
at 15 min as an appendage to a stronger flow kernel, then sepéam the kernel (30—-60 min), before
becoming the only strong flow kernel at 90 min, and fading aafgr about 120 min. This behavior
resembles flow patterns encountered at the vertices ofgnaperdar cells. However, in real observations
the lifetime of such a flow kernel with converging horizontabtions is much longer. Despite the ten-
dency of lower divergence values for increasikify, the divergence values are still significantly higher
than the values given byerma and Denke2011).

The more than 30% decrease of the average flow speed from M7 kin the 15-minute map
to 0.46 km st in the 120-minute map is of the same order as the 25% differémend for the two
one-hour averaged flow maps in Figy2. Furthermore, the extended flow feature in the right panel of
Fig. 3.2is absent in the 120-minute map of Fi&y3 pointing to the importance of the vectorial summation
(constructive and destructive) of the individual flow mapaken together, both facts serve as a reminder
that we must treat the mean speed values of different segsemith caution when comparing them.
In addition, the large variance of reported speed valuegérature might also have its origin in the
stochastic nature of granulation and not only in the chofdeQT input parameters. In the following,
only data for the first hour of the time-series were analyzed.
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Figure 3.4: Average horizontal flow speed as a function
of the elapsed time. The maps were computed using a
Gaussian sampling window with a FWHM 1200 km
and time cadencét = 60 s. Before computing the
cross-correlations, the images were convolved with a
Gaussian kernel FWHM: 40-320 km to degrade the
spatial resolution of the images. The increasing FWHM
values are presented in rainbow colors. The black solid
line is used to depict result for the FWHM 160 km,

0 10 20 30 40 50 6o  Which is the typical spatial resolution of masinode
G-band images (seéerma and Denkgi2017).
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Figure 3.5: Average horizontal flow speed as a function
of the elapsed time. The maps were computed using a
Gaussian sampling window with a FWHM 1200 km

and time cadencAt = 10-480 s. The increasing time
cadenced\t are presented in rainbow colors. The black
solid line is depicting the result for the time cadence
At = 60 s, which has been identified ierma and
Denker(2011) as an optimal choice for tracking hor-
6o izontal proper motions irHinode G-band time-series
data.
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Figure 3.6: Average horizontal flow speed as a function

of the elapsed time. The maps were computed using a

time cadencét = 60 s and Gaussian sampling window

with various FWHM= 400-1800 km. The increasing

FWHM values are presented in rainbow colors. The

black solid line is used to depict the result for a Gaussian

sampling window with a FWHM-= 1200 km, which has
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3.3.2 Convergence Properties of the Mean Flow Speeds

Hinodeis the most prolific data source for high-resolution solaag®s, and G-band images witkx 2-

pixel binning and an image scale of about 80 km pitedre the most common image type. Hence, the
LCT algorithm of\Verma and Denkef2011) was developed for bulk-processing of these images leading
to an optimal set of LCT input parameters: time cadefice 60-90 s, Gaussian sampling window with

a FWHM= 1200 km, and averaging tindel = 1 h. Beauregard, Verma, and DenK2012 showed that
this algorithm is easily adaptable to images with a coangatial sampling, e.g., continuum images of
the SDO/HMI. In the following, we use CBOLD simulation data to cross-check the aforementioned
input parameters.
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Figure 3.7: Horizontal flow speed maps (one-hour averages) computddtivie cadenceAt = 10-480 s jottom to top and
Gaussian kernels with a FWHM 400-1800 kmlgft to right). Displayed at the top of the panels are the mean spesd its
standard deviatiow, averaged over the FOV. The speed maps are scaled betwedn20k@rs 1, which corresponds to the
scale used in FigR.2and3.3. Axes are in megameters with the major tickmarks separaté&iNim.

First, to study the effects of spatial resolution, we degdiithe original images with an image scale of
28 km pixel ! by convolving them with Gaussian kernels of FWHM0-320 km but without correcting
the telescope’s MTF (cf\\WVedemeyer-Bohm and Rouppe van der Vpafi09. We computed the mean
horizontal flow speed as a function of the elapsed time (sg&H). This time corresponds to the number
of flow maps averaged. These temporal averages were caatiep toAT = 1 h. The Gaussian sampling
window with a FWHM= 1200 km and time cadendg = 60 s were kept constant. Rainbow colors from
red to violet indicate increasingly larger FWHM. The blaakve (FWHM= 160 km) corresponds to
the spatial resolution of thdinode G-band images. The diffraction-limited resolution of th&-theter
HinodeSOT according to the Rayleigh criterion i22-A /D = 0.22" atA430 nm or 160 km on the solar
surface. Therefore, even with-22-binning,Hinode G-band images are still critically sampled (Nyquist
theorem). In the following, we useg to indicate velocities, which were derived from the fulsotution
simulated images, whilesg refers to velocities refers to velocities based on smoaosiredlated images,
which provide the link to G-band images (séa'ma and Denkg2017).

It takes about 5-10 min before the slope of the curves chaageésafter 15-20 min the curves level
out and approach an asymptotic value. Changing the slopeeidlg related to the lifetime of individual
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Figure 3.8: Relative frequency distributions of horizontal flow speedmputed with time cadencéd$ = 10-480 s lpottom to
top) and Gaussian sampling windows with a FWHEMI00-1800 kmlgft to right). The three vertical lines mark the position of
medianvmeg (solid), meanv {long-dashe}| and 1" percentilevyo (dash-dottejivalues of speed. The frequency distributions
were normalized such that the modal values correspond tg uet, major tickmarks are separated by 0.2 on the ordiriEhe
speed distributions cover the range 0.0—4.0 kih e., major tickmarks are separated by 1.0 krh sn the abscissae.

granules, and it takes several lifetimes to reveal any Iotagting flow features. In addition, all the
curves are stacked on top of each other without crossing tgy ourve at any point. The mean flow
speed decreases monotonically by about 0.1 kfvehen reducing the FWHM of the Gaussian filter
kernel from 40 to 320 km. Evidently, in images with high sphtesolution, the LCT algorithm picks
up fine-structure such as the corrugated boundaries of lgsmnfuagments of exploding granules, and
the occasional bright points. These feature have eithengitally higher speeds or high contrasts, thus
biasing the cross-correlation algorithm to higher velesit

Second, we change the time cadences in the rand¢ ©f10-480 s while keeping the FWHM
1200 km of the Gaussian sampling window and the spatial wésal of 28 km pixet! constant (see
Fig. 3.5). Again, rainbow colors from red to violet indicate longené cadences. The black curve corre-
sponds to the optimal LCT paramefiir= 60 s for G-band images. This curve exhibits the highest mean
speed except for very short averaging times. For shorter timtlenceét = 10-30 s, the mean velocity
profiles differ only slightly and monotonically approactet®0-second profile. Starting already with the
90-second profile, the mean velocities drastically dropthéf time cadence is too short, then granules
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Figure 3.9: Correlationp(vog,Vgo) (left) and mean velocity ratigpg/vgp (right) between the flow maps computed from full-
resolution imagesvgg) and from images convolved with a Gaussian of FWHM60 km {/gg) to match the spatial resolution

of HinodeG-band images. For both cases, flow maps were computed mithcthdencét = 10-480 s and Gaussian sampling
windows with a FWHM= 400-1800 km, shown here ax® square blocks.

have not evolved sulfficiently to provide a strong crosselation signal. If, on the other hand, the time
cadence becomes too long, then granules have either evolvesuch or completely disappeared so that
their horizontal proper motions are no longer properly meas. Already a time cadence &f =90 s

is a compromise, but many G-band time-series are acquirddmadre than 60 s between successive im-
ages. These findings are consistent with a similar pararstetdy forHinode G-band images (see Fig. 3
of Verma and Denker2011) and independently corroborate that the X BOLD simulation reproduces
essential flow characteristics of solar granulation.

Third, the last important input parameter is the FWHM of treu€sian sampling window, which was
adjusted in the range from 400 to 1800 km (see Fif, while maintaining a constant time cadene-£
60 s) and image scale (28 km pixé). The reference profile (FWHM: 1200 km) is once more shown
as a black curve. Interestingly, profiles with small FWHMA00 and 600 km start at high velocities,
then quickly drop, while intersecting all other profiles. eBle sampling windows track fine-structures
with high velocities but the lack of large, coherent stroetu(i.e., at least one entire granule) rapidly
diminishes the mean flow speed. The highest flow speeds insyramotic part of the mean speed
profiles are found for FWHM= 800 and 1000 km. These profiles are very similar but cut aczash
other at an averaging time AfT ~ 14 min. Starting at a FWHM= 1200 km, the mean speed profiles are
again systematically arranged without any intersectioncethe sampling window is sufficiently large
to encompass several granules, their stochastic motiodgdereduce the average flow speed.

In summary, the mean speed profiles in Figd, 3.5 and3.6confirm that for an image scale of 80 km
pixel~! the LCT input parameters (averaging tih& = 1 h, time cadencét = 60 s, and a Gaussian
sampling window with a FWHM= 1200 km) are indeed a very good choice to derive horizontahgr
motions fromHinode G-band images.

3.3.3 Morphology of Flow Maps and Frequency Distributions o f Flow Speeds

Two-dimensional maps of the flow speed offer another appréaevaluate the influence of the LCT
input parameters. In Fig.7, we compiled 8« 8 one-hour averaged speed maps for time cadences of
At = 10-480 s and Gaussian sampling windows with a FWHMO00-1800 km. Mean and standard
deviation of the flow speed are given at the top of each parés 8x 8 matrix of flow maps facilitates
an easy visual comparison of flow features.

Narrow sampling windows track only small-scale featureshsas the corrugated borders of granules,
fragmenting granules, and bright points. The flow speedsigréficantly diminished for a FWHM-=
400 km indicating that narrow sampling windows miss an inguarpart of the horizontal proper motions
related to granules. If small-scale features are shaetlr travel fast, significant velocity contributions
are only expected for short time-cadences. Already at a ¢iedenceAt = 60 s corresponding velocity
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Figure 3.10: Temporal evolution of flow fields for different time intergabetween successive images and sampling window
sizes: At = 20 s and FWHM= 600 km ¢op) andAt = 60 s and FWHM= 1200 km potton). The time stamp in the lower
right corner indicates the time, which has elapsed sincédlginning of the time-series. The original flow maps weréveer
from just one pair of correlated images per time step. Thesggsmith 273« 273 pixels were then resampled to:660 pixels
before applying a sliding average over the leading andngafour flow maps. Speed and direction of the horizontal prop
motions are given by rainbow-colored arrows (dark blueesponds to speeds lower than 0.2 knt and red to larger than

2.0 km s'1), which were superposed on the corresponding gray-sceasity images of the COLD simulation. Major
tickmarks are separated by 2 Mm.
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Figure 3.11: Speed fop) and divergencebpttor) maps averaged over time intervals®F = 15-120 min of the horizontal

plasma velocities corresponding to an optical depth ofleg). The speed and divergence values are larger roughly bya fac
of three as compared to Fig.3.

signals have vanished. The same argument related to ttimgfef granules holds for the longest time
cadence that we examined on all spatial scaleg\tAt 480 s, granules have evolved too much to leave
a meaningful cross-correlation signal.

Wider sampling windows with short time cadencés £ 20-30 s) start to show higher velocities
for a FWHM = 600-1200 km. As the FWHM increases, the flow maps become sea@nd the
flow speed starts to decrease. Broader sampling windowsioomiore small-scale features exhibiting
jumbled proper motions, and also the number of enclosedutgsarincreases, which results in weaker
flows. Similar results were found fddinode G-band images (see Fig. 4 and Sect. 4.4/énma and
Denker 2010). For higher time cadencest = 120-240 s, the overall appearance of the flow maps

has not changed but the flow speeds are now much lower refjetttenlifetime (5-10 min) of solar
granulation.

Based on the high resolution images of theBOLD simulations with an image scale of 28 km
pixel~1, the “sweet-spot” with the highest flow speeds is found foifliGput parameterat = 20-30 s
and FWHM= 800-1000 km. The parameter pAir= 60 s and FWHM= 1200 km yields slightly lower
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flow speeds but the corresponding flow maps are virtuallytidehto the ones within the sweet-spot.
Considering the lower spatial resolution (image scale ok@0pixel 1) of Hinode G-band images and
the typical cadences of time-series&tf= 60 s or slightly more, the above parameter pair is still a very
good selection.

The frequency distributions in Fi§.8correspond to the 8 8 flow maps shown in Fig3.7. However,
the flow speeds were derived from individual flow maps, ike,ftow vectors were not averaged before
computing the frequency distributions. This approach gt be suitable for observational data, which
are not free from telescope jitter and seeing. Thus, onlyrifrions from numerical errors of the LCT
method will affect flow maps based on simulated data.

Apart from the distributions, we calculated mediggg, mearv, 10" percentilevi, and the standard
deviation o, of the speed. The first three values are depicted in each parsslid, long-dashed, and
dash-dotted vertical lines, respectively. All the valuesatibing the frequency distribution are signifi-
cantly higher than the ones displayed in FgZ, because they were obtained from individual flow maps
and not the one-hour averaged data. The first and second nwofahe distributions follow the trend
already discussed above for Fify7. A high-velocity tail (parametrized by,g) and a positive skewness
is found for all distributions, likewisg is always larger thammeq

Each frequency distribution is comprised of more than 2%ionifflow vectors and no smoothing was
applied. Thus, not only their overall shape but also the teidetail is significant. Small ripples become
visible around the maximum of the distributions fiir= 480 s and a FWHNM> 1200 km suggesting that
the initial feature is no longer tracked. Furthermore, tightvelocity tail has vanished in all distributions
with the longest time cadence. Another interesting feasitiee shoulder at the high-velocity side of the
distributions for short time cadences and narrow samplimglews, which hints at a contribution from
smaller features with higher velocities. Exploding or fraanting granules and bright points, thus, might
have a different velocity spectrum distinguishing themrmfneegular granules.

In summary, Figs3.7 and3.8 can also be taken as a point of reference for many other LQliestu
with various input parameters, hopefully providing a moohesive description of horizontal proper
motions in the photosphere and chromosphere, or whereigeiseries of images are available.

As a corollary to the above parameter study, we repeated @ rheasurements but now with
smoothed simulation data (Gaussian kernel with a FWAHNIB0 km) to have the same spatial resolution
(image scale of 80 km pixet) asHinode G-band images. In Fig3.9, we use the linear correlation
coefficient p(vos, Vo) and the ratio of the velocitiegyg/vgp for both image scales to quantify how a
coarser spatial resolution affects the flow maps. The atiogl coefficients are lowest for narrow sam-
pling windows (FWHM= 400 km) and long time cadencAs> 240 s because much of the fine structure
(with high velocities) has been blurred. The highest catrehs are found for FWHM> 1200 km and
At = 20-90 s. Only a very small deviation of less than 0.001 fronerdegt correlation is observed for
the LCT input parameters chosen\iarma and Denke20117).
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The right panel in Fig3.9 demonstrates that flow speeds could be underestimated bycsan 8%
in the case of G-band images (neglecting so far the compewiith the plasma velocities in Seét.3.5.
However, such strong deviations are only observed for varyow sampling windows and very short
time cadences. In general, the velocities in both casesrdiff less than 2%. Interestingly, if the time
cadence is high, then there are not many traceable feagit@sthe sampling window, but by additional
smoothing, more coherent features are created that ardil@uly which explains the slightly higher
velocitiesvgg for G-band images in that = 240-400 s range. Considering that HMI continuum images
have an image scale of about 360 km piXend a cadence dft = 45 s, broad sampling windows
(FWHM > 1600 km) might be needed to build up a reliable cross-cdroslasignal. Even though the
flow speeds might be underestimated by 10-20% as comparddhadsolution simulation data (see
Figs.3.7and3.98), the overall morphology of the flow field will still be relibrecovered with correlation
coefficients close to unity (see top panel of FH¢g). This was also demonstrated Bygauregard, Verma,
and Denkei(2012) for complex flows along the magnetic neutral line of actiggion NOAA 11158 at
the time of an X2.2 flare.

3.3.4 Dynamics of Horizontal Proper Motions

Besides quantifying persistent flow fields, LCT techniquas also capture the dynamics of horizontal
proper motions. In Fig3.10, we compare snapshots from two movies with two differens €. CT
input parametersit = 20 s and FWHM= 600 km (top row) andM = 60 s and FWHM= 1200 km
(bottom row). The snapshots are separated by 120 s in timelaw the continuum intensity with a
50x 50 grid of superposed, color-coded flow vectors. The flow magre smoothed both in space{%-
pixel neighborhood) and time (sliding average of nine ifdiral flow maps). These values were chosen
such that watching the movies leaves a smooth and contindsual impression. Less smoothing will
result in jittering arrows in some places. We counterpdietrtarrow sampling window/high cadence case
with our typical choice of LCT input parameters. In the firase, much higher flow speeds are apparent,
and the flow vectors in regions with high flow speeds show gtihas of vortex or twisting motions,
which are absent in the latter case, where the flow vectormare uniformly arranged. Comparing the
flow fields at 0 s and 360 s clearly demonstrates that periottsmany strong flow kernels are followed
by much quieter flow fields. The high flow speeds have theirmiigthe borders of rapidly expanding
or fragmenting granules.

3.3.5 Comparison with Plasma Velocities

The actual plasma velocities are given for three opticatidejogr = —1, 0, and+1. The time depen-
dence of the average flow field along with the correspondimgrgence maps are depicted in Figl1

for plasma velocities at a depth of log= 0. Both speed and divergence values are higher by a fac-
tor of two to three as compared to the maps in Big. The highest factor between average LCT and
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plasma velocities is encountered for shorter time averdgasaveraging times T = 15-30 min, the
speed maps exhibit more fast-moving, small-scale featasesciated with the boundaries of expand-
ing or fragmenting granules. Increasing the averaging tieselts in smoother speed maps with much
reduced speed values. By visually comparing Fig8.and3.1], it becomes apparent that significant
spatial smoothing has to be applied to the speed and divezgaaps of the plasma velocities. This is a
direct consequence of the sampling windows employed in LCT.

Figure 3.12 shows the divergence map for LCT flow fields computed for aluma-time-series of
images, which were smoothed to match the spatial resolofittinode G-band images, a time cadence
of At =60 s, and a Gaussian sampling window with a FWHNI200 km. We overplotted the divergence
of the actual flow velocity from an optical depth of log= 0 averaged over one hour and smoothed it
with a Gaussian kernel with a FWHM 1266 km. The size of the smoothing kernel was chosen such that
linear correlation between the LCT and plasma maps was nizedh =0.90). The position of positive
and negative divergence corresponding to the plasma flowghlp matches with the LCT divergence
extrema. Even though the correlation between LCT and plativesgence maps is significant (once
properly smoothed), there are still morphological differes not to mention the drastic difference in the
absolute values of speed and divergence. In general, oundmare in good agreement wikhatloch
et al. (2010, e.g., their Fig. 2, but the lack of a more quantitative desion prevents us from a more
detailed comparison. In Fig.9, we found a negligible dependence of the LCT results on tregenm
scale (28 vs. 80 km pixel) or in this context equivalently the spatial resolution.nide, for the further
discussion, we use G-band-type LCT flow maps.

The frequency distributions of the actual plasma velogitiee shown in Fig3.13 The distributions
are assembled from the 180 velocity maps covering abouhone- The mode of the distributions is
shifted to higher velocities for higher atmospheric laydfer comparison, we show the LCT-based ve-
locity distribution. The LCT input parameters were a timdexace ofAt = 60 s and a Gaussian sampling
window with a FWHM= 1200 km. Similar to Fig3.8, the flow speeds were derived from the individual
flow maps, i.e., the flow vectors were not averaged before atingpthe frequency distributions. The
stretched LCT and actual velocity distributions have vémyilar shapes. We scaled the LCT frequency
distribution by the factor ofz 3.01 in velocity to match it with the distributions for the aatyplasma
velocities. For an optical depth of lag= 0, it had the lowes)?-error. However, the differences in the
x2-error for all three optical depth are not significant.

In Figure 3.14, we plotted the mean flow speed as a function of elapsed timiadoactual plasma
velocities at optical depths= —1, 0, and+1. We overplotted the same relation for the LCT-computed
flow speed. This curve was scaled by a factor02.85 to match it with the curve for optical depth
logr = +1 as it had the lowesg2-error. The profiles for plasma and scaled LCT velocities ey
similar up to about 40 min, when the LCT velocities level ditiigher velocities, which can be attributed
to the LCT method rather than a physical cause. Howeverdtiettiat the curves track each other for
the first 40 min is a strong indicator that LCT reliably deseitte time-dependence of the actual plasma
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Figure 3.15: Maximum correlatiorp(vsm, vgo) (left) and corresponding FWHM of Gaussian kernétft) used to smooth the
actual flow mapssm. For both cases, the maps were averaged over one hour. Théd&Cmmaps were computed for images
with an image-scale of 80 km pixel matchingHinode G-band images, using time cadences\of= 10-480 s and Gaussian
sampling windows with a FWHNM-= 400-1800 km, shown here ax® square blocks. Gray blocks indicate parameters, where
the linear correlation did not deliver meaningful results.

flows. Although the differences in the?-error are of the same order of magnitude for all three optica
depths, the loweg?-error at an optical depth of lag= +1 indicates that LCT is picking up velocities
at deeper layers in the photosphere.

Matloch et al. (2010 just used the same Gaussian kernel for smoothing the pléems as they
used for computing the LCT flow maps. In principle, this iseefparameter and it has to be determined
how much smoothing is required to get the highest correlatietween plasma and LCT flow maps. We
smoothed the one-hour averaged actual flow spgge@nd divergence maps with a Gaussian kernel of
size 64x 64 pixels and with varying FWHM= 100-1500 km. We correlated it with the one-hour aver-
aged LCT speetlgg and divergence maps for time cadenfes- 10-480 s and Gaussian sampling win-
dows with a FWHM= 400-1800 km. We performed this smoothing-correlation w@atan for plasma
speeds at all three optical depths. However, only the efadtthe speed corresponding to optical depth
logt = +1 and the corresponding FWHM of the Gaussian smoothing kameeshown in Fig.3.15
The top rows for both correlation coefficient and FWHM are gmpecause we found no meaningful
correlation between LCT maps computed with a time cadendd ef 480 s and the smoothed plasma
flow maps. One can notice this lack of correlation alreadyherow for the time cadenait = 240 s,
which shows a different behavior as compared to the ren@immws. This strongly substantiates earlier
results indicating that time cadences in excess of 4 mincaréohg to deliver meaningful LCT results at
least in the case of photospheric continuum images.

The mean correlations between the smoothed plasmg and LCTvgg velocities are 0.25, 0.41, and
0.49 at optical depths of lag= —1, 0, and+1, respectively. The highest correlations are found at teg
+1indicating that LCT speed correlates better with plasmadlemerging from deeper layer irrespective
of the LCT input parameters. Speed maps show the best dorslgor smaller time cadences and
narrow sampling windows. The actual plasma velocities gereothed with kernels that are in general
narrower than the LCT sampling windows (the only exceptidses for the smallest FWHM 400 km).
The divergence maps again match best with flows from deegerda However, the FWHM of the
Gaussian kernels are about twice the size of kernels usespémd maps. At the moment, we do not
have a physical interpretation why much stronger smoothagjto be applied to the plasma divergence.

All our previous findings and the difficulties in interpregii.CT flow and divergence maps have
their origin in the instantaneous flow field. In the left papnélFig. 3.16 the local plasma velocities
are superposed as color-coded arrows on top of the firstreanmti image in the time-series. Only
minor spatial smoothing over a>65-pixel neighborhood was applied. The strongest horizdiaas
are encountered near the boundaries of the expanding agrdérding granules. The center of granules
is almost always a divergence center and the velocity akthestions is significantly reduced. The
visual appearance of this flow map is quite different from tddound in the LCT analysis. In the right
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Figure 3.16: First gray-scale intensity image of the time-series owtet with the actuall¢ft) and smoothed plasma velocity
vectors (see left most panel in Figy10for the corresponding LCT flow vectors). The flow field was sthed using a Gaussian
kernel with FWHM= 686 km (see Fig3.15 corresponding to the maximum correlation coefficient lestwplasma and LCT
(time cadencét = 60 s and Gaussian sampling window with a FWHM200 km) velocities. The speed and direction of the
flow field are given by rainbow-colored arrows, where darleltorresponds to low and red to high velocities within theyean
of 0.75-7.5 km s and 0.3-3.0 kms! for the actual and smoothed flow fields, respectively.

panel of Fig.3.16 we smoothed the plasma velocities using a Gaussian keitedW\WHM = 686 km,
which produced the highest linear correlation= 0.57 for the time cadencat = 60 s and a Gaussian
sampling window with a FWHM= 1200 km. As a result, velocity vectors reflecting differefdgma
properties (high/low speeds and convergent/divergeniomsitbecome intermingled. The final flow map
is additionally modulated by the morphology of the granwelts, which are included in the sampling
window. Even by using narrower sampling windows and higiveetcadences it is doubtful that the
original plasma velocities can be recovered, once havieg serambled in the LCT algorithm. On the
other hand, any average property of the plasma flows, whiels dot depend on the spatial location
should remain unaffected (see Figsl3and3.14).

3.4 Conclusions

Applying LCT techniques to simulated data of solar granafahas proven as an excellent diagnostic to
evaluate the performance of the algorithm. By contrasti@J lvelocities with the plasma velocities of
the simulation, some of the inherent troubles with opticalftechniques became apparent. Based on
the previous analysis, we draw the following conclusions:

0 One-hour averaged LCT flow and divergence maps differ s@anifly, if separated by more than
one hour in time. The simulation of granulation does not @mnany systematic persistent flow
features. However, some strong flow kernels might still iserthe averaging process but they can
still be of intermittent nature.

O The time over which individual flow maps are averaged ciiijadetermines, if the LCT flow field
reflects either instantaneous proper motions by individuahules or longer lasting flow features.
The functional dependence of the mean flow speed on the dléipseindicates that an averaging
time of at least 20 min (several times the life time of a grahid needed to raise persistent flows
to the state of being significant.

O Time cadence&t = 240-480 s are not suitable for LCT because the featuresulgsnin the
tracking window have either evolved too much or moved oet#ite sampling window so that the
cross-correlations become meaningless.

O Smaller sampling windows track fast-moving fine structuifdsigh-cadence images are available,
but lack the ability to measure horizontal proper motionsaiferent features, which results in an
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underestimation of the flow speed. However, the morpholddgheflow field is recovered better
with narrower sampling windows.

O Frequency distributions of flow speeds for short time cadsrand narrow sampling windows in-
dicate that exploding or fragmenting granules and briglmtsdave a different velocity spectrum
distinguishing them from regular granules.

O LCT yields the highest speed values for sampling windows &itWHM = 800-1000 km and
short time cadencet = 20-30 s.

O The input parameters time cadenie= 60 s, Gaussian sampling window with a FWHM
1200 km, and averaging tim&T = 1 hr are a very good choice for bulk-processingHifiode
G-band images.

O Both the stochastic nature of granulation and the choiceGdf input parameters might be respon-
sible for the often conflicting values in literature condagiflow speed, divergence, and vorticity.

O Significant smoothing has to be applied to the actual plastacities to match the LCT flow and
divergence maps. The typical velocity pattern — high veiesiat the border and low speeds in the
center of granules — will however be lost in the smoothingcpss. Thus, even with very narrow
sampling windows, short time cadences, and images freesofatons and distortions, recovering
details of the plasma flows might prove a futile undertaking.

Although the current study focuses only on granulation, ringple a similar study could be per-
formed based on simulated data of active regions. RealW#tlD simulations of sunspots (e.gzempel
etal, 2009 Cheuncet al,, 2010 could provide the basis for such a study, which will potalhtiaid in the
interpretation of persistent flow features such as the demae line in the mid-penumbra (e.ggnkey
1999 or the distinct flow channels of moving magnetic featuresnesting the sunspot’s penumbra to
the surrounding supergranular cell boundargr(naet al, 2012).
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Chapter 4

Flow Fields in the Final Stages of Sunspot
Decay

Sunspots are a thought-provoking aspect of solar actigitabse of the close interaction between plasma
motions and magnetic fields. Recent progress in MHD simaniat{e.g. Rempe] 2011) provide a com-
prehensive framework for the interpretation of high-reioh sunspot observations. The formation of
a penumbra around a sunspot is a rapid phenomenon, i.einifiew hours a sunspot can develop a
penumbral(eka and SkumanigH 998 Yanget al, 2003, which is intimately linked to more inclined
magnetic field lines and the onset of the Evershed flavinlichenmaieet al. (2010 observed the growth
of a penumbra where only the newly formed penumbra congibta the increase in spot size while the
umbra remained stable. The formation of a penumbra, whialldvsurround the entire spot, was hin-
dered by continuous flux emergence between the spots offib&abregion.

Quite the opposite, the decay of a sunspot is a slow processayDrates for stable leading sunspots
and irregular follower spots are differefifiértinez Pillef 2002. A number of decay laws were proposed
such as a linear decay law describeddaynba(1963 and a parabolic decay law proposedHtrovay
and van Driel-Gesztely({1997). Martinez Pillet(2002 critically reviews various diffusion models, con-
cludes that they explain well how flux is spread over largeaamwhile the spot is decaying, but they fail
to satisfactorily describe the flux removal process. Thigingtages of sunspot decay, i.e., when the spot
looses its penumbra, are exemplary describeBdhot Rubio, Tritschler, and Martinez Pill§¢2009,
who discovered finger-like structures, which are neithktee to penumbral filaments nor the Evershed
flow. These features might be penumbral field lines risindnéodhromosphere, thus contributing to the
decay of the sunspot penumbra. When a sunspot looses itmpealits decay reaches a critical point.
Magnetic field lines become more vertical and convectiveionetin its vicinity begin to change. These
ideas of a critical inclination angle and convective matiavere put together bigucklidge, Schmidt,
and Weisq1995, who explain in a simple model why small sunspots can hawenambra while larger
pores do not possess one.

The moat flow is a large-scale flow pattern commonly observedral sunspots\(eyeret al,, 1974).
However, flux removal and dispersal can only be understodldeirrontext of the moat flow’s fine struc-
ture. Moving magnetic features (MMFs) play a major role ia tlux dispersal process and they are only
associated with decaying sunspats(vey and Harveyl973. The total flux carried by MMFs is sev-
eral times larger than the flux contained within the sunssetfi Thus, the polarity of MMFs has to be
considered for a balance of the net flux. MMFs move radiallyvand with a velocity of 1 km st before
they reach and dissolve within the network, i.e., at the dades of the supergranular cell containing
the sunspot.Zuccarelloet al. (2009 showed evidence that MMFs and moat flow are present even in
the vicinity of pores, i.e., in the absence of penumbral féata and Evershed flow (ctiabrera Solana
et al, 2009. Denget al. (2007 also detected a persistent moat flow after the penumbradraspot
disappeared leaving only a pore. Even though the moat floviatnmigt be closely tied to the Evershed
flow, the sub-photospheric interaction of magnetic fielédirand flows can still produce the observed
flow patterns.

Verma and Denke(2011) described a LCT method to measure horizontal flows basedionde
G-band images. In this study, we perform a case study, wherpw such horizontal flow fields in
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Figure 4.1: CalibratedHinode G-band images showing the decay of active region NOAA 111#&kved during the period
from 2010 November 18-23r¢m top-left to bottom-right The FOV is 111 x 111’. The annotation of the axes refers to
heliocentric coordinates given in seconds of arc. Brigateas delineated by vertical black lines correspond t@nsgiwhich
were covered by spectral scans obtained with the VTT Eclspketrograph. The intensity scale to the right applies égeh
regions, while areas not covered by Echelle data are disglayth an offset of (Llg. On 2010 November 23, only feldinode
G-band images were available. The limb darkening has bed&rested from the G-band images, which were then normalized
so that the mean of the quiet Sun intensity distributionegponds to unity.

the context of other photospheric and chromospheric datgaiticular, we are interested in the final
stages of sunspot decay. In Secfi, we present a subset of multi-wavelengths observationghwiere
obtained within the scope dflinode Operation Plar(HOP) 0176. The temporal evolution of active
region NOAA 11126 in terms of intensity, morphology, and flas/well as magnetic fields is described
in Sect.4.2 and discussed in Seet.3.

4.1 Observations

The disk passage of active region NOAA 11126 started on 20d¥keiber 12 and ended on Novem-
ber 24. NOAA 11126 was classified agaegion, while it crossed the solar disk. No major flaring was
associated with the region. Only a few B-class events wererted on 2010 November 15. As part of
HOP 0176 High-resolution multi-wavelength study of small-scales jen the solar disk we observed
the decay of two small follower sunspots in the active redarfive days from 2010 November 18-22.
A time-series oHinodeG-band images is shown in Fig.1, where we labeled the northern and southern
spots withA andB, respectively. In the following, we will simply refer to the magnetic features as
spots even if the proper classification should fpares i.e., sunspots lacking a penumbra. Spectral scans
with different FOVs and cadences were observed for threesteeery day. Since we are only focusing
on the general properties of sunspot decay, we chose thedaston the given day, which covered the
largest FOV. The settings for the VTT Echelle data and datdinfloe/Spectro-Polarimetemwere cho-
sen as to obtain the best spatial and spectral match. Theay@hserving characteristics are listed in
Tab.4.1.

4.1.1 SDO/HMI Full-Disk Images

The discussion of the temporal evolution and morphologyativa region NOAA 11126 is based on
full-disk images and LOS magnetograms obtained with the Ki&thouet al, 2012 Couvidatet al,
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Table 4.1: Observing characteristics and physical parameters

November 18 19 20 21 22

B S32.6 S32.6 S32.6 S32.6 S32.6

L E5.5 W6.3 W20.5 W31.5 W44.1°
u 0.81 081 077 070 058
to,cB uT 10:23 09:05 09:07 09:05 09:05
to,sp uT 11:46 09:05 09:07 09:04 09:04
toEs uT 10:22 08:59 14:16 09:31 08:47
Aspot A Mm? 33.8 215

Vspot A kms! 0224019 015+0.15
0.20+£0.25 015+0.14

VRing A kms?! 0444023 037+0.19
kms?! 044+0.23 038+0.19

[OVlginga 1073s™' 0.83+0.78 065+0.54
1.28+1.33 113+1.06

Aspot B Mm?2 54.7 21.6 54.2 17.5 2.7
Vspot B kms?! 022+0.15 015+0.15 016+0.07 018+0.05 028+0.06
0.20+0.14 011+0.05 015+0.08 025+0.06 037+0.06
VRing B kms?! 031+019 020+0.12 028+0.14 025+0.14 030+0.09
0.324+0.20 020+0.12 029+0.15 028+0.13 040+0.09
[OVIging g 10°%s™' 0.63+068 037+036 046+£049 047+051 0284033
0.91+1.20 047+0.59 076+1.04 063+0.81 044+0.44

Amag Mm? 1369 835 989 447 222
Nmag 10 5 9 6 2
Vmag kms?t 0.22+0.12 015+0.09 016£0.07 018+0.05 028+0.06
Vbp km st 0.27+£0.19 027+0.16 028+0.16 023+0.12 0264+0.10
Vgran kmst 0.40+0.24 035+0.20 037£0.20 034+0.19 034+0.18

[OVlgan  10°3s! 0.88+£089 072+0.67 085+0.79 095+0.88 104+0.98
Vimaglos kms?' ~ 003£017 002+012 004+0.20 002+0.12 000+0.02
Vipplos kms'  043+£037 044+037 044+0.38 041+038 034+0.30
Viganios kms' ~ 051£041 050+041 055+045 057+047 055+0.45

Note: The parameters in the first column of the table refereltbraphic latitudeB, heliographic lon-
gitudeL, cosine of the heliocentric angle= cos8, start of the G-band (GB), spectro-polarimeter
(SP), and Echelle spectrograph (ES) observing sequéncgot aread, horizontal velocity, mean
divergencev|, number of magnetic elemeritag The indices refer to G-band bright points (bp),
granulation (gran), magnetic elements (mag), the two sategf$potA and Spot), and the four-
megameter wide annuli around both spots (Rirend RingB). If two rows are given for a physical
parameter, then the top row refers to G-band data, wheredmttom row was derived from GaH
data. If present, the standard deviation refers to the tamiaf the physical parameters within the
specified regions rather than to any formal error.

2012 Scherreret al, 2012 on board theSolar Dynamics Observatof§DO Pesnell, Thompson, and
Chamberlin 2012. Since theHinode FOV is too small to cover the entire active region and to give
an overview of the magnetic field topology, we show in Fig2 the limb-darkening corrected HMI
continuum image and magnetogram for November 18.

We selected from the SDO/HMI database one image/magnetogith 4096x 4096 pixels every
15 min for the period from 2010 November 13-23, i.e., a toftdldb6 full-disk images. The image scale
is about 0.5 pixel1, so that even finer details of penumbra and umbra can be edptiihe average
limb-darkening function was computed for this time intéraad subtracted from the full-disk images
to yield contrast enhanced images (see éxgnkeret al, 1999, which can then be used for feature
identification. The photometric temporal evolution for #tire active region as shown in Fig.2 is
depicted in the left panel of Figl.3. The corresponding changes of the magnetic flux are showrein t
right panel of Fig4.3. Since HMI data cover the whole solar disk, it is straighifard to compute the
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Figure 4.2: Limb-darkening corrected HMI continuum imageff) and magnetogranright) of active region NOAA 11126
on November 18. The square box in both images shows the FO&etbyHinodgBFI. The axes are labeled in heliographic
coordinates.

cosine of the heliocentric angle on a pixel-by-pixel basis. Thus, a geometrical correct®agplied to
the measured areas and flux values of Ei@, which are discussed in detail in Secis2.1and4.2.5
respectively.

4.1.2 Hinode G-band and Ca 11 H Images

We applied LCT (for details segerma and Denkgr2017) to image sequences captured in G-band
A430.5 nm and CaH A396.8 nm to compare horizontal flows in the photosphere amshobsphere.
Note that the Ca H images do not purely represent the chromosphere, butinargatributions from
both the upper photosphere and lower chromosphere. Thesevakions were carried out by the BFI of
the SOT on boartHinode (Kosugiet al,, 2007). Data sequences were captured every day from 09:00 UT
to 12:00 UT with an average time cadence of 120 s (with som@g$uim the data sequences). In both
wavelengths the images are<2-pixel binned with an image scale of 0/1gixel~*. Images have a size
of 1024x 1024 pixels and a FOV of 111x 111",

After basic data calibration, the images were correctegéometrical foreshortening and resampled
onto a regular grid of 80 km 80 km. The signature of the five-minute oscillation was reetbfrom
the images by using a three-dimensional Fourier filter withitaoff velocity of 8 km s corresponding
roughly to the photospheric sound speed. For measuringdriél proper motions, we applied the LCT
algorithm described iiverma and Denkef2011), which computes cross-correlations overd22-pixel
regions with a Gaussian kernel having a FWHM of 15 pixels (LR6) corresponding to the typical
size of a granule. In two aspects, we deviated from the afentioned algorithm, the time cadence was
At = 120 s and the flow maps were averaged @&vEr= 3 h.

4.1.3 Ha Echelle Spectra

The observations in &4 A656.28 nm and FeA 656.92 nm were carried out with the VTT Echelle spec-
trograph. Spectral data were acquired with a slit width of®0 and an exposure time of 300 ms. The
image-scale of the spectrograph i9% mm~. We did not use a predisperser, hence, to suppress over-
lapping in spectral orders, we placed a broad-band intner filter directly behind the spectrograph
slit. The infrared grating with a blaze angle of.67.and 200 grooves mnt was used to record spectra
in the 12" order. In this configuration, we achieved a dispersion.80®m pixet 1. The spectra covered

a wavelength range of 1.2 nm frok6559 nm toA657.1 nm. We employed a PC0O.4000 CCD camera
that has a quantum efficiency of about 30% at.HAfter 2 x 2-pixel binning the images have a size of
2004 1336 pixels. The pixel size of the CCD detector is/1® x 18 um. The Echelle data were
intended to match thklinode observations, which was mostly achieved except for a fearinptions
because of deteriorating seeing conditions. The two-déneal FOV was scanned with a spatial step
of 0.32" and 200-250 spectra were recorded in a sequence. A sequedw@ spatial steps took about
12 min and covered a FOV of 72.2 182.6'.
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Figure 4.3: Temporal evolution of the aredeft) covered by active region NOAA 11126 while it crossed theasdisk. The
area enclosed by umbral cores and pores is displayed witteddme. The dash-dotted line refers to the penumbra, wakere
solid line denotes the total area. Some smoothing was apfaithe time-series to suppress features on temporal suclles

one hour. The vertical gray bars refer to the observing gericf HOP 0176 (2010 November 18-22). The labels indicate
different stages of active region evolution, which are akmd in Sect4.2.1. The temporal evolution of the magnetic flux
(right) contained in the active region is depicted with solid, ddstied, and dashed lines refering to the total, positine, a
negative flux, respectively.

The common FOVs of the G-band images and Hchelle spectra are shown in Fig.1 for each
observing day. We first matched the image scale of the EcHalie to that of thedinode data. We
then alignedHinode G-band images and continuum images derived from EchelletrspeAfter this
procedure, the heliocentric coordinates for G-band imagesHx spectra differ by less thar’ in the
periphery of the FOV. Furthermore, the Echelle scan divecis not perfectly aligned with thinode
BFI detector. Hence, we computed an offset angle (smalter-i2°) for each date and applied it to the
spectral data. On 2010 November 20, the time differencedmniviz-band images and Echelle spectra
was about five hours.

4.1.4 Hinode Spectro-Polarimeter

The photospheric magnetic topology and evolution of thivackgion were studied using high-resolution
spectral data from theinode/Spectro-Polarimetg(SP,Ichimotoet al,, 2008, which uses two magneti-
cally sensitive Felines atA 63015 nm and 63025 nm and the nearby continuums(unetaet al,, 2009

to obtain Stoke$sQUYV spectral profiles. We used spectral data captured in thenfagping mode with

a FOV of 58 x 122’ and an average scan time of 12 min. On November 18, we alsoteisexbntin-
uous high cadence scans with a FOV of 32123’ and a scan time of 7 min. The dispersion is about
2.155 pm pixet?. The region was scanned with a spatial step of abotit&n8@ an image scale of 032
pixel~1. The basic data reductions such as subtraction of darkrdyritat fielding, and polarization
and wavelength correction were performed using procedawa#able in SolarSoft (SSWgentley and
Freelang 1998 Freeland and Hangly.998.

4.2 Results

4.2.1 Photospheric Evolution

Contrast-enhanced HMI full-disk continuum images werealueestudy the evolution and decay of active
region NOAA 11126 during its disk passage. The curves in #igcorrespond to the areas of umbral
cores/pores, penumbrae, and the sum of both types of featdrkese strong magnetic features are
identified according to intensity thresholds of 75% and 988$pectively, where the quiet Sun intensity
was normalized to unity. Some spatial smoothing and minirsiza criteria were applied to binary
masks of identified features using morphological imagegssing techniques, thus ensuring unwrinkled
boundaries and contiguous structures. Note that this ighgoronly provides a rough estimate of the
above areas. Some (small) features could be misclassifiedarticular, the borders of pores will be
classified as penumbra.
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Figure 4.4: G-band imageg®p) after correction of geometrical foreshortening tracimg photospheric evolution of the central
part of active region NOAA 11126rpm left to right2010 November 18—22). The horizontal flow speed¥ (aw) are given

by the velocity scale to the right. The direction of the horital flows (39 row) are displayed according to the color-wheel and
arrows for which a velocity of 1 kms' corresponds to exactly the grid spacing. The divergencheohorizontal flow field
(bottom) are presented according to the scale on the right, wheseigdécates divergence values close to zero. All G-band
images and LCT maps were aligned so that the center of thdspemiacides with a latitude of 33° South. The white and
black contours outline the location of the small sunspot®g. Times refer to the firstimage of the time-series, whiak used

to compute the flow maps.

The most important stages of the active region evolutionlareled in Fig.4.3: (a) Initially, two
tightly spaced sunspots of positive polarity were presanyeon November 13. The leading spot was
larger and had a well established penumbra. (b) New flux ezdebmvards the south-east of these spots
at 8:30 UT on November 14. Numerous (more than ten) magnetitsikand pores appeared to the south-
west forming a bipolar magnetic region. (c) The umbral cdréhe leading sunspot of the new group
established at 2:00 UT on November 15. (d) The leading surdple new group continuously grew by
advecting magnetic knots and small pores. The umbral qgure=g occupied the largest area at 2:20 UT
on November 16. (e) The penumbra of the leading spot reathewaiximum about nine hours later. At
this time, active region NOAA 11126 started its decay ph&e&ome further flux emergence occurred
in the trailing part of the region at about 16:00 UT on Novembg, which strengthened spBtand
produced thin elongated dark lanes. These typical feafréisix emergence (see e.gjrouset al,
1996 were labeled erroneously as penumbrae by the threshaddtjogithm.

HOP 0176 focused on the two trailing spots/pores, of whiehrtbrthern one (spa) was already
decaying, while the southern one (s@®)thad just reached its maximum. This sunspot also showed
strong indications of rotation. (g) This spot then fragneeninto numerous magnetic knots until about
19:30 UT on November 19. (h) At this time, the fragments sthtb converge again forming a small
sunspot, which reached its maximum at 8:00 UT on Novembeln2érestingly, the northern pore faded
away in parallel to this growths spurt. (i) Most of the penueanin the leading spot had disappeared by
5:00 UT on November 21. (j) Finally, on November 23, all spptwes, and magnetic knots had vanished
and only a bright plage region remained until it rotated b visible hemisphere.
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Figure 4.5: Call H average images tracing the evolution of active region NGAA26 in the chromosphere. The horizontal
proper motions were derived from time-sequences af Bamages. Otherwise, data processing and display are the aaim
Fig. 4.4,

In summary and neglecting all details of active region etiohy active region decay rates can be
computed using a linear fit for time periods when the arearegeereached its maximum to the point
when the area fell below 5 Mfn The overall decay rate of the active region is 72.6 #per day. The
values for penumbrae and umbral cores/pores are 48.3 ahd/125 per day, respectively. Similarly, we
computed the growth rate of umbrae and penumbrae startidd:@® UT on November 14. The values
are 171.4 and 104.8 Mhper day, respectively. This is about four times faster thencorresponding
decay times but less than one half of the penumbral gromthafaabout 400 Mrfiper day presented by
Schlichenmaieet al. (2010.

Hinode G-band images allow us to zoom in on the two trailing spotse fidgion-of-interest (ROI)
is shown in the top row of Figd.4. The data of 2010 November 18-22 are corrected for georaktric
foreshortening and the center-to-limb variation. The R@hwa size of 756« 756 pixels or 60 Mmx
60 Mm was centered at a heliographic latitude of S31The first G-band image of the daily observing
sequences was used as a reference to align all other data.

Various solar features are identified using intensity thoéds and morphological image processing.
We indiscriminately used a fixed intensity thresholdlgfg= 0.8l for strong magnetic features and
an adaptive threshold for G-band bright pointsgf= (1.37— 0.08u)lo, wherepu is the cosine of the
heliocentric angled, andlg refers to the average quiet Sun intensity. Intensity vahetseenly, and
Imag cONsequently enclose granulation. The measured spot fared/l and Hinode agree with each
other, and the remaining differences can be attributedffereit spectral characteristics of the observed
passbands, image scales, and threshold/selection aritergeneral, the temporal evolution within the
ROI follows the same trend as discussed in the context of SE@r@ations (Figs.3J). Areas, velocities,
and other physical quantities based on high-resolutioa aia included in Talt. 1.

In the following, we present a chronology of the importanagds of sunspot decay based on the
high-spatial resolution G-band images. On November 18twoetrailing sunspots were embedded in
a network of G-band bright points hinting at widely dispeksereak magnetic fields. Both spots were
filled with numerous umbral dots. Spathad three umbral cores separated by faint light bridges and
a small penumbral segment pointing westward. Spdiad two umbral cores with a few associated
magnetic knots. It possessed curved penumbral filamentdimpieastwards, which are indicative of
twisted magnetic field lines. These kind of non-radial pebrahfilaments are frequently observed in
flaring sunspots with horizontal shear flowekeret al, 2007 Denget al, 200§. On November 19,
the faint light-bridges had disappeared and the penumlatadngished leaving only a single pore, which
was filled with conglomerates of umbral dots. Spadlso lost its penumbra leaving four umbral cores
separated by faint light-bridges, which, however, werearmonounced in comparison to the previous
day. Magnetic knots were still surrounding sj@otSpotA had decayed on November 20 with only two
faint magnetic knots remaining at its location. Intereginat this point of time, spag started to grow
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Figure 4.6: Radial dependence of parameters characterizing the flousfif spotsa (left) andB (right). Radial distances
are measured from the outer boundary of the spots, i.e., arks the transition from penumbra to granulation. Thekthi
black curves indicate the average angle of horizontal flostore with respect to the outward radial direction. Highues refer

to inward flows and low values indicate outward flow vectorseackions of in-/outward flow vectors as defined in the text are
shown as a dash-dotted and dashed lines, respectively. oFizeiital straight lines denotes the 100%-level. The ayeflow
speed is displayed as a dash-triple-dotted line.

in area and a penumbral filament became visible on its wesigen It consisted of three umbral cores,
which were now separated by strong light-bridges, whiclit gpé spot in two halves along its north-
south axis. The presence of strong light-bridges might esigthe initiation of the spot’s decay phase
(seeSobotka, Bonet, and Vazque293. Once spoh had disappeared on November 21, it did not leave
any significant trace within the network of G-band brightrsi By this time, spoB had dissolved into
multiple tiny pores and magnetic knots, which roughly cedethe same region as on the previous day.
By November 22, only two tiny pores were left from stwhich disappeared on November 23 just
leaving G-band bright points at its point of disappearanb®o observations are noteworthy: (1) The
area covered by the G-band bright points remained almost@oihduring the disk passage of the active
region, which suggests that flux decays more or less in pladesanot redistributed over a larger area.
The time scale of flux removal or dispersal extends well bdyihe photometric decay time of strong
magnetic features such as sunspots, pores, and magnetic K&joT he two trailing spots have different
histories of flux emergence and decay.

4.2.2 Chromospheric Evolution

The description of the chromospheric evolution is based an & (top row of Fig.4.5 and Hx line
core intensity maps (top row of Fig.7). The Cal H images were averaged over three hours to highlight
some of the long-lived chromospheric features. On NoveriBethe lower quarter of the GaH im-
age showed the undisturbed pattern of inverse granuldtiati€n, de Wijn, and Sutterlji2004). Can H
brightenings cover a larger area, since their filling facaignificantly greater than that of G-band bright
points. Spo® was encircled by individual brightenings at a radial distnf 5 Mm. These individual
brightenings coalesced into a wagon-wheel-likeliGaintensity structure in the three-hour average im-
age pointing to the presence of MMFs. A similar feature wascaable around a much smaller pore
with a diameter of about 2 Mm located to the west of spothis conspicuous Qaintensity structure
was first described bghineet al. (1996, who identified the bright ridges with azimuthal convergen
regions, whereas the dark regions between the spokes poneo azimuthal divergence zones. Spot
resides in the middle of a supergranular cell with a diameteabout 20 Mm. In contrast, sp& is
embedded in an area of much more pronounced Bdrightenings. The exterior tips of its penumbral
filaments appeared bright because a low-level B-class ftanered at the time of observations.

On November 19, the average €& image showed evidence that the moat flow around #pot
survived the initial stages of sunspot decay, even aftepetsumbra had disappeared (see exgng
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Figure 4.7: VTT Echelle spectra were used to study the chromospheriltigoo of active region NOAA 11126 during the
period from 2010 November 18-22. The chromospheric filmicttire surrounding the decaying sunspots can be traced in H
A65628 nm line core intensitytdp) and LOS velocity hiddle maps. In addition, photospheric LOS velocitiesiton) were
derived fromHinodgdSP Fa A63025 nm spectra. The FOV matches those of Figé.and4.5. Regions not covered by the
spectral data are shown in medium gray. The times above tiegeefer to the start of a spectral scan.

et al, 2007). SpotA had completely dissolved by November 20. Assuming thatApeds located in the
center of a supergranular cell as indicated by the surrogn@ail H brightenings on November 18 and
19, we conclude that this supergranular cell ceased to existovember 20, when the strong magnetic
fields of spotA where no longer present. The C#l brightenings are now squeezed together by two
supergranular cells to east and to the west, which couladyrde identified on November 19 and
remained visible until November 22.

At the time when spoA vanished, spoB had already fragmented into two umbral cores, which
were separated by a strong light-bridge with a noticeablk ldae along its axis{ouppe van der \Voort,
Bellot Rubio, and Ortiz2010. This dark core was even more clearly discernible in theahrour
average Ca H image. The presence of the strong light-bridge can be takemfirst indication of the
spot entering the decay phase. During the next two days oerNber 21-22, spa@ decayed further.

The Ha line core intensity map of November 18 exposed a radial patiéfibrils around spo
reminiscent of a superpenumbra. Strong brightenings irHidndine core in the vicinity of spoB are
related to the aforementioned small B-class flare. We dichatite any significant H intensity features
on the following days, except that after the decay of bothssgite Hx plage became more prominent.
By the end of our observations with the Echelle spectrograply a very compact plage region with a
length of about 8 Mm remained within ROI.

4.2.3 Horizontal Proper Motions

The LCT flow maps displayed in Figé.4 and4.5were computed using the time-sequenceélimiode G-
band and Ca H images. As mentioned in Sectidr?.1, we distinguished various solar features (e.g., G-
band bright points, granulation, strong magnetic feafuard sunspot penumbrae) by morphological and
adaptive thresholding. For comparison, we refer to thecgldiow speeds of granulatiofyran= 0.47+
0.27 km s'* and G-band bright pointg,, = 0.23+0.15 km s asreported byerma and Denkg2017),
who also presented values for longer time interdglls(Tab. 1 therein) and cadencas(Fig. 3 therein).
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Their values for granulation are in very good agreement thighmean valuegyan= 0.36+0.20 km s'?

of the present study. The mean values for bright poiggs= 0.26+0.15 km st in the neighborhood
of active region NOAA 11126 are within the range of expectatles. Daily values of flow speeds for
granulation and G-band bright points are given in Tal. The standard deviation of the aforementioned
horizontal flow speeds refers to the variance in the data foaréicular solar feature rather than to a
formal error. The intrinsic error of the LCT algorithm is 509n* and 15 for flow speed and direction,
respectively (seeerma and Denkgi2017).

We computed the flow vectors for strong magnetic elemerts,SpotsA andB. We identified spots
by smoothing the geometrically corrected G-band imagesguai Gaussian kernel with a FWHM of
1280 km and subsequently applied an intensity threshold83{ We plotted contours based on these
binary masks in Figst.4and4.5to provide some visual guidance in identifying the spot fass in the
physical maps. The mean flow speaggo o= 0.1940.17 km st andVspot g = 0.1840.11 km st
are virtually identical for both spots. While computing tihean velocityspos for spotB, we discarded
November 22, because on that day only a tiny pore with a demoét4 Mm was left at the location of
spotB. Therefore, adjacent regions with G-band bright pointsgmadulation would bias the flow speed
towards higher values.The overall flow pattern for thaiGhdata is very similar as compared to G-band
data, and the average valuggor o= 0.18+0.20 km st andvspot = 0.184-0.08 km s'* are virtually
identical with a tendency to be slightly lower on individuklys.

The moat flow around sunspots and pores reveals itself adllyadiutward-directed vectors in flow
maps, which point to a ring-like structure with kernels aelted flow speeds. In the speed and azimuth
maps on November 18 and 19 (Figs4 and4.5) indications of moat flow were visible around spot
and a small pore located to the west of spoThere was no clear signature of the moat flow detectable
around spoB. To express the characteristics of the moat flow in more dgasiae terms, we plotted in
Fig. 4.6 the angle of the flow vectors, the fraction of in- and outwaadvflvectors, and the horizontal
velocities for spot# andB. These quantities are radial averages and the zero poiné eatlial distance
was placed at the penumbra/granulation boundary of thesspbe considered a flow vector to point
in-/outward, if the tip of the arrow aims in-/outward and fietangle with the radial direction is less
than 20. Therefore, the fractions of in-/outward flow vectors praed in Fig.4.6 do not add up to
100%, since more tangential flows are neglected. At a raditdrice of 6= 2 Mm from the boundary of
spotA, more than 50% of the flow vectors point outward. The averamye $sbeed in this region is about
0.5 km s1. The region with high-speed outward flows marks the locatigmere the moat flow around
SpotA terminates. An exact determination of where the moat flowtss@nd where it ends strongly
depends on the underlying criteria, e.g., photometric agmetic features, or horizontal proper motions.
In Sect.4.2.5 we will discuss some properties of moat flow based on theegsramtions of MMFs.
Sobotka and Roudig2007) determine that the moat radius is independent of the spet $ilowever,
Balthasar and Muglac(010 find that the moat flow terminates at a distance of four tintesgpot
radius — in contrast to three times the spot radius in theeptestudy. Extended statistical studies will
help to clarify this issue.

We created two ring-like structures by morphological dilatwith a width of 4 Mm, which encircled
both spots at a distance of 2 Mm. This ring-like structuretstavhere inflows turn to outflows 2 Mm
beyond the boundary of spat and terminates, where the outflows reach the highest sp#fedised
these templates to calculate the flows in the immediate beifood of spot® andB. These regions
were labeled as ringa and B. The velocities for these regions are included in Tal. The flow
speedvring A Was more than double than that\af,or o because of the suppressed convective motions
in the spot’s interior. The flow speeds in the immediate Viginf spotB was higher by 30-40% on
November 18 and 19. However, on November 22 during the finehystage of spoB, ho major
difference between the spot and its closest surroundingobserved.

To effectively visualize the plasma motions, we presentgh hesolution maps of flow speed and
azimuth (see Figst.4and4.5). The speed maps of G-band andi(Q4d images are virtually the same.
The region with G-band bright points exhibits suppressddcities in both cases. The regions around
spotA and the small pore to the west are surrounded by a ring of teggitities (around 0.5 km$),
where the ordered moat flow terminates. In the azimuth mapeémber 18 and 19, outward plasma
motions are traceable in these regions. In addition, to igaire insight into inflows and outflows around
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Figure 4.8: Maps of physical parameters derived using the SIR-codeltinadegSP scan on 2010 November 18p¢n top-left
to bottom-righ} normalized intensity/lo, vertical component of magnetic flux densBy, magnetic field azimutkp, Doppler
velocity v| os, horizontal component of magnetic flux dendBye,, and magnetic field inclination to the vertical

the spots, we computed the divergence of the flow field. Thergeénce maps are included in the bottom
row of Fig. 4.4. The positive values of divergence refer to outflows, whemsegative values indicate
inflows. Negative divergence values are encountered witi@rboundaries of the sunspots. In contrast,
small patches of positive divergence encircle the spotss iShndicative of inflows in the sunspots and
outflows at their periphery. The area with low divergenceaugalis increasing as the active region is
decaying. The presence of a low divergence region could natsre of the final stages of decay.

4.2.4 Line-of-sight Velocities

The LOS velocities were derived usiitinoddSP Fa spectral data and ¢dspectra of the VTT Echelle
spectrograph. LOS velocities for the Fgpectral line were calculated using the Fourier phase rdetho
(Schmidt, Stix, and Wohl1999. This method makes use of entire line profile and is lessithen$o
noise, along with this it takes into account the spectra lisymmetry. To compute the LOS velocity
for Ha spectra, we calculated shifts using parabola fits to thea@ebd pixels (0.03 nm), because the
Ha spectral line is too wide to identify the real continuum. Tdadculated shifts in both cases were
converted to velocities using the Doppler formula. The agerphotospheric velocity of dark umbral
cores was used as the frame of reference. TheAlé®6.92 nm line served as the reference for tlee H
velocities. The Doppler velocity maps are displayed in thiéddm and middle rows of Figt.7. Redshifts

in these maps are positive and blueshifts are negativeghaneas moving away from the observer are
bright, while areas moving toward the observer are dark.

To compute velocities for various solar features, we useidtensity mask generated using G-band
images. The values are compiled in Tald. On November 18 and 20 in the FBoppler velocity maps,
strong photospheric downflows were observed at edges oBsfitie average downflow velocity in these
regions is about 2.5 knT$. In all maps a gray patch of near zero velocity was observeldrcentral
FOV, which became more prominent on the last two days of @htien. We identify this region with
abnormal granulation (see e.de Boer and Knegd992), in which convection is still strongly inhibited
by the presence of (dispersed) magnetic fields.

In case of Hr LOS velocities, no conspicuous features were visible invelecity maps, except on
November 18 when we observed a radial filamentary structunend spotA in Ha line core intensity
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maps, which resembled a superpenumbra. At the footpointeeoflark Hx filaments, we measure
downflows from about 3.5 up to 4.5 knT’s which we interpret as an inverse Evershed floxa(by,
1979. Tightly wound superpenumbral spirals are only predidtedspots with radii larger than 8 Mm,
whereas spot was compact with a radius of 4 Mm. The downward chromosphedimcities at the edge
of spotA are compatible with the MHD model of superpenumbral flowsented byPeter(1996).

4.2.5 Magnetic Fields

In addition to the photometric evolution shown in Fig3, we also computed the flux contained in the
active region as shown in Fid.3. Since only HMI LOS magnetograms were available (procgssin
of the vector magnetograms is still under way). We took thasueed magnetic field strength at face
value and only carried out a geometrical correction to ythkl proper average values of the magnetic
flux. The geometrical correction only applies to the surfaea covered by a pixel, which can simply be
achieved by dividing the magnetic field strenghttby- cosf. Signatures of geometric projection effects
can be seen when the active region was close to the east Indliha angle between LOS and shallow
penumbral field lines leads to an apparent polarity reve@ahsequently, the positive and negative flux
gradients have opposite signs, while the total flux remaadetbst constant for the first 30 hours until
projection effects become less severe. To compute the taingalution of magnetic flux, we created
a binary template, which only contained pixels above/betbB0 Gauss in the HMI magnetograms.
Morphological erosion with a 1-Mm kernel was applied to template three times to eliminate small,
isolated flux concentrations. Finally, we used morpholalitlation with a 5-Mm kernel to include the
strong magnetic fields in the immediate neighborhood of/aatgion NOAA 11126. In this way, we
avoided a bias, which could be introduced by weak magnetidsfievhich do not belong to the active
region but are contained within the FOV shown in Fig.

The growth rates of the magnetic flux are 2.66, 1.98, aff110' Wb day ! for the total, positive,
and negative flux, respectively. The negative flux showed aatomous rise until about 06:00 UT on
November 16, whereas the positive flux increased with a tatieeper slope, stopped a day earlier, and
turned to a shallower slope until the end of November 17. Gmaage, the positive flux was three times
larger than the negative one. However, using adaptivehbléimg and morphological image processing
tools, we only measured the flux in the immediate vicinity ke sunspots. The missing negative flux
required for flux balance has to be contained in flux concgatrdoeyond the immediate neighborhood
of the sunspots. The decay rates of the magnetic flux areddiwettimes lower than the growth rates and
amount to 0.66, 0.47, andZB x 10'3 Wb day* for the total, positive, and negative flux, respectively. A
linear fit to the data was used and despite some deviationsdrtinear trend, there is no indication for
a parabolic (or any other) decay law. The decay rates of tbgept study are in agreement withbo
et al. (2009 who report rates on the order of 80/Vb day ! and discusses the magnetic flux loss rate in
a decaying active region.

The SIR-code (Stokes Inversion based on Response functiewsloped byruiz Cobo and del Toro
Iniesta (1992 was used to invert thelinoddSP spectra. We restrict ourselves to the more sensitive
line Fel A630.25nm ¢ = 2.5). The starting model covers the optical depth rande0 < logt <
—4.4. A limb-darkening factor is considered according to Eqoi®ierce and Slaught€d977). We
assume a constant macroturbulence of 1 kfand a fixed straylight contribution of one percent. The
inversions deliver the temperature stratification withrfioadesT (1), the total magnetic flux densiBo,
the magnetic inclinatioty and azimuthp, and the Doppler velocity, os constant with height (one node
for each of these physical parameters).

The magnetic azimuth ambiguity must be solved after theréiwas. For the first two days when we
observed two major pores/small sunspots, we assumed twaitizcenters (seBalthasay 2006. For
the other days, it is sufficient to assume one azimuth cemtay &om the pores in the direction towards
disk center. The magnetic field in such small pores is moress Vertical to the solar surface so that on
these days the field is sufficiently inclined with respect® LOS that such an assumption is justified.
If the expected azimutkp deviates by more than 9@nd less than 270from the calculated one, we
correct it by 180. Finally, we rotate the magnetic vector with respect to twal solar frame. For a few
locations, it happens that there is a sudden change of sidpe i@artesian components of the magnetic
vector. This problem is solved by an additional correctibthe LOS-azimuth. To be on the safe side,
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Figure 4.9: Space-time slices showing the temporal evolution of thermatig flux along annuli with radii of 5.75 Mnbptton)

and 7.25 Mm {op), respectively, which are centered on spoHMI magnetograms with a cadence of 45 s covered a period
of 12 hours starting at 04:00 UT on 2010 November 18. The arsnwith a widths of 0.5 Mm was cut open in the East and
then transformed to a straight line so that the southerngbdinie spot is mapped to the lower half of the space-time map. T
heliographic direction is indicated on the axis to the right

we additionally apply to data of November 18 the code pravidglLekaet al. (2009, which minimizes
|J;| +|OB| to solve the azimuth ambiguity. Pixels, where the integraiecular and the integrated linear
polarization are below 0.006, are excluded from the furimedysis of the magnetic field. We finally use
the magnetic vector field in the local solar frame. The resofithe SIR-inversion for November 18 are
depicted in Fig4.8.

The vertical magnetic flux densi, in the ROI is predominantly positive and points outwardse Th
only significant patches of negative polarity were found avéimber 18 on the eastern side of spot
Penumbral filaments connect sgtto several magnetic knots of negative polarity. In addijtiomr
measure Evershed flows with velocitiass > 2 km s 1. On smaller spatial scales, we find MMFs in
the vicinity of spotA. They are mostly of type Il (unipolar with the same polarigythe spot) but a few
scatteredJ-shaped type | MMFs (bipolar with the inner footpoint of ogfte polarity of the spot) were
observed as well. No type | MMFs were observed near Bpot

Since the time cadence éfinoddSP scans is about 12 min, we used SDO/HMI magnetograms
with a cadence of 45 s to study the dynamics of MMFs. Space-filices are an option to visualize
local changes of the magnetic flux in a time-series. The ooatis coverage of HMI magnetograms
allowed us to depict in Figt.9the temporal evolution of the magnetic flux around spaturing a 12-
hour period on 2010 November 18. The magnetic flux changes meprded within two 0.5-Mm wide
annuli of 5.75 Mm (bottom panel) and 7.25 nm (top panel) radiespectively. Note that the linear scale
of the ordinate in Fig4.9is 38 Mm and 47 Mm for the inner and outer ring, respectivelie Tnner
ring corresponds to the location, where the strongest ougflwere observed (see Fig.6). The outer
ring marks the site, where the largest fraction (about 8%hefannulus is covered by negative-polarity
features.

Within a radial distance from 4-10 Mm from the center of sppbnly about 5% of the magnetic
flux observed during 12-hour period is of negative polarilyegative-polarity MMFs are weaker by
about 20% as compared to MMFs of opposite polarity. Negdlimeelements are most prominent in the
southern half of spat and absent in the northern half. The most notable differéret@een positive-
and negative-polarity features is the morphology. Negaplarity features can be tracked in space-time
slices for only about 15-30 min, i.e., they are strongly lizeal. Time-lapse movies show that these
negative-polarity features are mostly type | MMFs. The tisipolarity appears first in the space-time
slices (to the left) followed by the negative polarity. Th@paarance of the positive-polarity features is
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very different. Horizontal striation can be seen for sevkoars. These bands can abruptly (dis-)appear
and in a few cases merging as well as splitting of the striadbeabserved. In time-lapse movies, type Il
MMFs are moving away from sp@t along radial paths on top of a background of positive flux.

The temporal variation of the magnetic flux above/below theal background is given bya =
(IB—(B)I), where(...) indicates a temporal average. To compute the temporal gevémeFig.4.10, we
used the same 12-hour time-series of HMI magnetograms #mtiged to create Fig.9. The strongest
changes occur at the periphery of spotwhere also the horizontal magnetic fiddg,, is strongest as
can be seen in Figt.8 This correspondence also applies to the feature of stronigdmtal field to
the north-east of spa, which belongs to the (chromospheric) network. The mosabletfeatures in
Fig. 4.10are, however, several spoke-like structures with a lenftbout 10 Mm, which extend from
spotA all the way out to the border of the supergranule surrountliegspot. These elongated structures
are the signatures of MMFs streaming from the spot alongticlnpaths (Harvey and Harveyl973
towards the supergranular boundary. However, the disttnaweled is much shorter asarvey and
Harvey (1973 observed for mature sunspots. Therefore, we concluddhbaireferred paths of MMFs
are a phenomenon, which can be observed even in the finaksthganspot decay. The traces left by
MMFs in the variance of the magnetic field around its backgddB ;- are most prominent on the eastern
side of the spot. They also match the wagon-wheel strucisceissed in the context of the time-averaged
Cail Himages in Sect}.2.2 Finally, the preference of MMFs for distinct radial chalsneonnecting the
sunspots’ magnetic fields to the strong network fields wasradgiced byHagenaar and Shir(2005.

Maps similar to Fig4.8 were computed for each day so that we could study the evoluidhe
magnetic field. The strongest horizontal magnetic flux diexsdBy,or are observed in the immediate sur-
roundings of spota andB as long as the spots are compact (November 18 and 19). Theyetyivally
enclose the entire boundary of the spots. Once afdwdd disappeared and spstarted to fragment,
this symmetry is broken most evidently on November 20, whesng horizontal fields were present
at the western side of sp@t This corresponds to a time when a rudimentary penumbra veseipt.
Whenever indications of penumbral filaments were obserueitgl the decay of the sunspots, inclined
magnetic field lines and Evershed flows were present at the sare (cf.,Leka and SkumanigH 998
Yanget al,, 2003.

The magnetic field lines spread out symmetrically from th&texeof the spots on November 18 and
19. Such well defined azimuth centers can still be found iddter decay stages of spgt Even though
these region are no longer circular and become elongatedll&razimuth centers are also observed to
the east of spaB on November 19. These centers are associated to severagticagrots.

The Doppler velocity os is suppressed in the presence of strong magnetic featutaging on
November 20, the velocity pattern associated with the miégfields changes. Positive Doppler ve-
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locities occupy more and more of the magnetic region. Thigpent pattern was also observed in the
divergence maps (bottom row of Fig.4) and the horizontal flow maps (Figé.4 and4.5). Indeed,
considering that the region is approaching the limb, sonte@Doppler velocities can be interpreted as
a coherent proper motion of the magnetic region towards ¢héhswest (cf. the azimuth maps of the
horizontal proper motions). In summary, during the finagjstaof sunspot decay, the three-dimensional
flow field, in regions previously occupied by strong magné#tds, significantly differs from granular
flow patterns or regions of reduced velocities in the preserics-band bright points. Since we are only
presenting a case study, the question remains, if thiguntrg flow pattern is a typical feature of sunspot
decay.

4.3 Conclusions

We have presented a detailed account of the final stages dettag/ of the active region NOAA 11126,
which did not obey the Hale-Nicholson polarity law (e girjin, 1989. Since only one out of ten active
regions shows such a behaviétdward 1990 and we only present a case study, our results might not be
representative for sunspot decay in general. Howevergspégsions such adinodeand SDO provide
nowadays data of sufficient coverage, resolution, and cadirat statistical properties of sunspot decay
become accessible. Furthermore, previous studies of mba+dgions (e.gl,0pez Fuentest al, 200Q
and reference therein) were centered on flux emergahnsppts, and strong solar flares. The present
study can consequently be considered as an extension ef shedies with a focus on a much quieter
magnetic field topology, which might be representative liar fbwer solar activity during cycle No. 24
(Petrovay 201Q Nielsen and Kjeldser2011).

The major findings of our study can be summarized as follows:

O MMFs were observed in the vicinity of spet until it decayed. Mostly type Il and a few in-
terspersed’-shaped type | MMFs contributed to the observed moat flowchviiso left a clear
signature in the time-averaged C& images {lartinez Pillef 2002).

O Even though penumbral filaments had almost completely desamed in photospheric G-band im-
ages of spoA on November 18,  line core images clearly exhibited a structure reminiso¢iat
superpenumbra. Thus, filamentary structures includingrirerse Evershed flowaltby, 1975
Georgakilas and Christopoulp003 might be more persistent in the chromosphere.

0 We have also observed MMFs in the vicinity of a tiny pore witthi@neter of about 2 Mm, which
did not show any indication of penumbral filaments. Such aeplation argues strongly against a
close tie between Evershed flows and MMFs (&fargas Domingueet al,, 2008 201Q Cabrera
Solaneaet al, 2009. Rempel(2011) argues based on MHD simulations of sunspots that penumbral
flows can be separated in two components, where the shallewarresponds to the Evershed flow
and the deeper one is related to moat flow.

0 The strong rotation and twist seen in somight explain, why this trailing spot never advected
sufficient magnetic flux to establish more than a rudimenp@ryumbra and remained highly frag-
mented during its entire life cycle.

O The photospheric and chromospheric maps of horizontal fkivesv a peculiar pattern, once the
last dark feature of the active region has disappeared.riergk the flow field in this region is less
structured than regions covered by granulation, i.e., ikgetised magnetic field still significantly
affects the convective pattern. Chromospheric flows hageeased notably compared to times
when spots and pores were still present. Most promineniygndiguous area of low divergence
appears towards the end of sunspot decay.
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Chapter 5

The Decay of a Satellite Sunspot and the
Role of Magnetic Flux Removal in Flaring

A theoretical description of flares has to explain their utyileg cause and the origin of the various ob-
served features (e.g., flare ribbons, loops, emissionsaalbwavelength regimes, and particle acceler-
ation). Priest and Forbe@002) review recent flare models, starting with some type of MHEastophe
followed by magnetic reconnection. They place an emphasithi@e-dimensional models, which are
required for a full appreciation of the dynamics in compleagnetic field topologies. In addition to
modeling efforts, a wealth of new data became available hgepissions such as RHESSI, Yohkoh,
TRACE, and SoHO. Observations in the EUV and in soft/hardaysirevealed a plethora of transition
region and coronal arcades and loops as summariz&€tby(2008, who discusses energetic and erup-
tive events as well as the nature of energy release and Ilpastgposition. More recently, the relevant
MHD processes such as flux emergence, formation of a curheset srapid dissipation of electric cur-
rent, shock heating, mass ejection, and particle accelaraive been recounted Bhibata and Magara
(2017).

Newly emerging flux has been linked to solar flares, whereassfleelated to sunspot decay are not
broadly discussed in the literature. Simultaneous emergand submergence of magnetic flux has been
explored byKalman(2001) for the two (recurring) active regions NOAA 6850 (6891) &R0 (7222).
Based on X-ray observations, no direct interaction of nesv@d magnetic flux was evident. However,
flaring was observed for active region NOAA 6891, where omlg mmagnetic polarity submerged. The
magnetic field evolution was comparatively slow in theseesasvith time scales ranging from several
hours to days. An intermediate case has been discussé¢hbyet al. (2002, who observed an M2.4
flare associated with rapid penumbral decay (within a timmogeof just a few minutes) immediately
after the flare, which was followed by the slow decay (threargpof the remaining umbral core. The
first phase of sunspot decay, i.e., rapid penumbral decayhden established as an important signature
of flare-related photospheric magnetic field changes (éVgnget al, 2004 Denget al, 2005 Liu
et al, 2005 Sudol and Harvey2005 Ravindra and Gosajr2012. In our study of the flaring active
region NOAA 10930, we focus on the gradual decay of a sadllinspot and discuss its relationship to
a developingd-spot of opposite polarity.

Active region NOAA 10930 was the first complex sunspot grougdpcing X-class flares that was
observed by the Japanddodemission. The region was the source of the well-studied X8ldrdlare
on 2006 December 13 (e.@¢hrijveret al, 2008. For this highly active time periodianet al. (2009,
applied LCT to study horizontal proper motions related toywebral filaments in a rapidly rotating
d-spot Min and Chag2009. Both studies found twisted penumbral filaments, shearsfl@unspot
rotation, and emerging flux at various locations within tiséva region. However, fewer studies were
published for the time just after the region rotated ontostblar disk, which mostly focused on the X6.5
flare on 2006 December 6 (e.gvang, Deng, and LiL2012).

Balasubramanianet al. (2010 described a prominent Moreton wave having an angular extien
almost 270, which was initiated by the X6.5 flare. The radiant point of ttloreton wave appeared
to be located at a small satellite sunspot to the west of thjerrsanspot, whereas X-ray, white-light,
and G-band emissions were centered on the develapigigot to the south. The strongest changes of
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Figure 5.1: First calibrated G-banddft) and Cal H (middle) image in a 16-hour time-series of active region NOAA 10930
at 2:30 UT on 2006 December 7. The region in the white rectaiggthe region-of-interest, i.e., a small satellite suhspo
SOT/NFI magnetograntight) captured at 18:46 UT on 2006 December 7. The rainbow-coloegions are the flare kernels
derived from 32 Ca H images covering the M2.0 flare for 16 min from 18:47 UT to BOt@T. The time progresses from
blue to red. A Big Bear Solar Observatory full-diskeHDenkeret al, 1999 image taken at 18:39 UT is used to trace a small
filament (reddish colors), which consists of/aand sickle-shaped region. The annotation of the axessrédeheliocentric
coordinates given in seconds of arc.

the magnetic force also occurred at this location (efsheret al, 2012). Rapid penumbral decay and
changes in the horizontal flow fields associated with the X&r& were discussed yenget al. (20119.
After observing the enhanced and sheared Evershed flow tlengagnetic neutral line separating the
main andd-spots, they concluded that increased flow speed is notiatsdavith new flux emergence
in the active region. In the present study, we follow up theletion of active region NOAA 10930 after
the X6.5 flare leading up to a homologous M2.0 flare on 2006 Déee 7.

5.1 Observations

Active region NOAA 10930 appeared on the eastern solar limB@D6 December 5. The sunspot group
was classified as @yd-region exhibiting a complex magnetic field topology, angritdduced numerous
C-, M-, and X-class flares. On 2006 December 7, we analyzedoli6shof data from 02:30 UT to
18:30 UT about eight hours after the X6.5 flare. The regionla@ated at heliocentric coordinates E800
and S835 (u = 0.56, whereu = cog 8) is the cosine of the heliocentric ang®. The sequence with a
cadence of 30 s comprises 1920 G-band and Bamages (left and middle panels of Fig.l) captured
by the SOT {sunetaet al, 200§ on board the Japanestinode mission osugi et al, 2007). We
dropped every second image from the time-series becausteaaaof 60 s is sufficient for measuring
horizontal proper motions. A SOT/NFI magnetogram (righthgdaof Fig. 5.1) serves as reference to
illustrate the magnetic configuration of NOAA 10930, whisHater used in the discussion of the M2.0
flare at 18:47 UT (see Sec¢t.2.5. The G-band and QaH images are & 2-pixel binned with an image
scale of 0.11 pixel~. Thus, the 1024 1024-pixel images have a FOV of 1% 111”. After basic data
calibration, the images were corrected for geometricadbortening and resampled onto a regular grid
of 80 km x 80 km (see/erma and Denke20117).

The ROI with a size of 40 Mnx 40 Mm was centered on a small decaying sunspot in the western
part of the active region (see the white rectangular regid¥ig. 5.1 before geometrical correction). This
satellite spot significantly evolved over the course of 18reo Accompanied by C- and M-class flares
(Tab.5.1), the penumbra of the small spot almost completely vanishibd X-ray flux over three days as
measured by the Geostationary Operational Environmeatallie (GOES) is shown in Fig.2, where
the shaded region indicates the 16-hour observing perietbr8 measuring horizontal proper motions,
we removed the signature of the five-minute oscillation fribie images by using a three-dimensional
Fourier filter with a cut-off velocity of 8 kms', which corresponds roughly to the photospheric sound
speed. To scrutinize flow fields associated with slow penahdecay and its relationship to flaring, we
used the LCT method describedviarma and Denkg2011). The technique computes cross-correlations
over 32x 32-pixel regions with a Gaussian sampling window having aH\bof 15 pixels (1200 km),
corresponding to the typical size of a granule.
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Table 5.1: Flare list for 2006 December 7 with starting, peak, and eme$i as well as flare sites in heliocentric coordinates
and X-ray flare class.

Start Time Peak Time End Time Position X-Ray Class
03:32UT 03:36UT 03:39UT E766 S86¢ C2.0
04:27UT 04:45UT 05:.09UT E764 S120 C6.1
10:49UT 11:48UT 12:57UT E720 S120¢ Cil.1
14:49UT 15:15UT 15:33UT E709 S120¢ Ci1.2
18:20UT 19:13UT 19:33UT E687 S103 M2.0

Note: Figure5.2 provides a graphical representation of flare timing and the
GOES X-ray flux. Data were provided by NOAA's National Geophy
cal Data Center (NGDC).

5.2 Results

In the following, we will describe the decay of the sateltenspot, compute the photometric decay rates
of its umbra and penumbra, and study the impact of the decaeps on photospheric and chromospheric
horizontal flows. The photometric observations togethén witemporal analysis of the flow maps yields
estimates of decay times of various solar features. Fina#lyelate these findings to an M2.0 flare, which
occurred towards the end of the time-series.

5.2.1 Morphology

The temporal evolution of the decaying satellite sunspsh@wvn at two-hour intervals in Fi§.3. Note
that after geometric correction, the axis labels no longéerrto heliographic coordinates on the so-
lar disk. They are more readily provided for easier iderdtfn and comparison of intensity or flow
features. As a convenient reference to photometric and etmgcomponents of the satellite spot, we
provided numbered labels andN in Figs.5.3 and5.4 referring to positive- and negative-polarity fea-
tures, respectively. Initially, the ROI contains a few uallwores with rudimentary penumbrae, which
are embedded in regions covered by G-band bright pointssifbrgest umbral comg3 is located close
to the center of the ROI, where it is separated from an el@ugambral coréN2 by a faint light-bridge.
The south side of the light-bridge flares out in a strand ofupdsral filaments, which wind around the
strong umbral core. Nonradial penumbral filaments are atilie of shear flows (e.g.Penkeret al,
2007 Jianget al, 2019. These filaments became significantly weaker in responge@6.1 flare at
04:45 UT, which can be considered as a form of ‘rapid’ penahiecay (Vanget al, 2004 Liu et al,
2009. However, in this case the observed decay was very lockdind veiwed at high spatial resolution.
In addition to shear flows, we observed an umbral ¢welrifting away eastward from the dominant
umbral coreN3. The separation of these umbral cores grew by 6 Mm over theseaf 14 hours, i.e.,
the separation speed is about 120h.sThree small 1-Mm wide pores of positive and negative ptylari
(P1, P2, andN1) are located to the south of the strong umbral core. All tir@es disappeared by the
end of the time-series. In addition, penumbral regiondedafiecaying across the entire ROI at about
10:00 UT. At 12:00 UT only weak penumbral signatures weragme so that only scattered pores were
left by 14:00 UT. This period of ‘slow’ penumbral decay was@mpanied by several B-class flares and
aCl.1flare at 11:48 UT.

In addition to the photometric evolution shown in Fig3, we also trace in Figs.4 the reduction
of magnetic complexity in the satellite sunspot, which isdzthonHinode NFI magnetograms taken in
the photospheric FeA 630.25 nm line. The Stokes/I magnetograms have 10241024 pixels and an
image scale of 0.16pixel~. From the Stoke¥- and| signal, the approximate LOS magnetic field was

calculated as
Cv

©0.798,

given inIsobeet al. (2007). We scaled the magnetograms displayed in Fig$.and 5.4 using this
relation. However, no attempt was made to translate the L@getic fields into the field componeBy

x 10" Mx cm~? (5.1)

BLos=
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normal to the solar surface. These data were only correotegebmetrical foreshortening and carefully
matched to the G-band images. Unfortunately, no magneatogveere available until 06:30 UT, so that
we substituted a GaH image in the first panel of Figh.4 and had to resort to a magnetogram taken
about 30 min later than the G-band companion in the secondl.pasote that the proximity of the
active region to the solar limb casts doubt on simply assiagighe sign of the circular polarization with
the sign of the magnetic field component that is normal to ttar surface. In particular, we observe
in the NFI magnetograms at the begining of the time-serigm@mt polarity reversals in limbward
penumbral regions for both the major and satellite sunspuattéch are clearly related to the almost
horizontal magnetic field lines in these regions.

At the beginning of the time-series, the satellite sunspas wiuch more complex than either the
main spot or the developing-spot. Four magnetic features with negative polarity anddtfeatures
with positive polarity play a role in the decay of the satellsunspot. Over a period of 16 hours, the
complexity of the magnetic fields was much reduced. The daminmbraN3 is separated by a light-
bridge from a curved and elongated umbia Brightening of the small-scale features along the light-
bridge around 06:00 UT can be taken as an indication thatemtion penetrates the strong magnetic
fields, thus contributing to the decay of the satellite spatring this decay, the satellite sunspot slowly
rotates counterclockwisex(3.6° h™1), as can be seen in Fi.2, using the light-bridge as a tracer. This
slow rotation adds up to more than°s@ver the course of the observations.

The core of the satellite spot, i.82, N3, and the light-bridge, survive until the end of the timeieer
The curved, nonradial penumbral filaments associated Wighcbre can be traced not just in intensity
but also in magnetograms. The observed alternating ekt the filaments could just be projection
effects of nearly horizontal magnetic fields. This effectikewise visible at the limb-side penumbra
of the main spot and for the magnetic elemiist Despite its strong proper motion (see above), the
photometric and magnetic decayNs is slow. Only towards the end of the time-series the porésstar
break up. A conspicuous bright umbral dot appears in theecerftthe pore around 18:00 UT. Together
with two protrusions from the periphery of the pore, it formstructure like a light-bridge, indicating
further erosion of the pore. This erosive process is easifilbw in intensity than in the magnetic field
evolution, whereN5 remains compact.

Two small poresN1 andP1 are located to the south of the dominant umbra. Magneticeati@tion
characterizes the evolution of this small magnetic bip@ecause it is the minority polarity1 dis-
appeared earlier thaml. At 10:00 UT onlyP1 was left. In general, the photometric decay proceeds
faster than the decline of the magnetic flux. This also hoigks for the third small pore2, which sur-
vived somewhat longer tharil and can still be detected as a tiny magnetic knot in the G-braade at
18:00 UT.
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Figure 5.3: Time-series of calibrated and geometrically correctedaBebimages of the satellite sunspot in active region
NOAA 10930 depicting various stages of its decay. The laNedsd P refer to magnetic features with negative and positive
polarities, respectively.

To the east of a small umbral cors, we observe a rudimentary penumbra of opposite polarity,
which had dissolved by 14:00 UT. The underlying magnetiafiét of the rudimentary penumbra was
elongated stretching over a distance of about 18 Mm and atingeto the likewise elongated umbral
coreN2. TogetherN2 andN4 define the magnetic neutral line of the satellite sunspdh strong positive
fields at the extremities to the soutii(andP2) and north P3). The slow cancellation of flux associated
with P3 continues over the 16-hour period and results in long-lifled features in the decorrelation
maps (see Sech.2.4).

5.2.2 Decay Rates

We used morphological thresholding for discerning varisakar features in intensity. Images were
normalized using eight quiet-Sun regions evenly spreadtbegime-series. Thus, a weak trend in mean
intensity (center-to-limb variation related to solar tain) was removed from the data. We used a fixed-
intensity threshold ofmag < 0.85 for strong magnetic features and an adaptive threshol@G{band
bright points (se&erma and Denke2011), which is given as

lpp = 1.15+0.2(1— p). (5.2)

The umbrae were identified using a fixed thresholdygk = 0.6, while sunspot penumbrae cover in-
termediate intensities frofiag to lgark and granulation lies betwedpag to Ipp. The adaptive threshold
was used as a first-order approximation to take into acctententer-to-limb variation of G-band bright
points because they exhibit an enhanced contrast near ldrelisth. The thresholding algorithm also
allows us to compute the area for different solar featuré® algorithm provides in general a good esti-
mate of the area, except for a few small features and towhederd of the sequence, when only pores
are left (for which the borders are erroneously classifiegesmimbra). If many small pores are present,
then their periphery with intensities like penumbra canipaificantly larger than the cores of the pores
themselves.

The curves in Figh.5 represent the temporal evolution of areas subsumed by Udmes/pores,
penumbrae, and the entire satellite spot (sum of pores,ajrabd penumbra). At the beginning of the
time-series, the area of all magnetic features was aboutv2@d, of which approximately two thirds
were classified as penumbra and the remaining third comelgabto umbral cores/pores. By the end of
the time-series only, the latter features stayed on; thegrea little over 50 M, i.e., only one quarter
of the area initially covered by the strong magnetic featurehe features’ decay rates were computed
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Figure 5.4: Time-series of calibrated and geometrically corredtiédodeNFI magnetograms corresponding to the G-band
images in Fig5.3. The line-of-sight magnetic fielB os is displayed in the range af800 G as in Fig5.1.

using linear regression. We divided the time-series intor time intervalsty — t1,t; — tp,to — t3, and

to —t3, because the penumbral decay curve has two peakaatit, and the penumbra had completely
vanished at,. The timet; was chosen just eight images before the end of the timessawithat artifacts
from the subsonic filtering become negligible, and it maHesdnset of the M2.0 flare.

Slow penumbral decay is the distinctive feature of the Btedunspot’s temporal evolution. Ta-
ble 5.2 provides the respective photometric decay rates for theeabtentioned time intervals. The
penumbral decay rate significantly increases ftgst; tot; —t,, almost doubling its value to 244.2 Mm
day . Alinear regression might not be the best choice for the peamal decay rate (130.2 Miaay 1)
during the first time interval because there is a sudden dedag area after the C6.1 flare at 04:45 UT.
During the time intervat, —t3, the penumbral area decayed by 4.7 #m3.6 h, which corresponds to
a decay rate of 31.3 Mfrday 1. However, this is just an artifact of the intensity-threslig algorithm
used in classifying penumbral areas, which erroneouskisabe boundaries of pores as penumbra. The
1-0 uncertainties for the decay rates are about 2.5°May .

Therefore, computing a penumbral decay rate for the eritite periodty — t3 is not meaningful.
The umbral decay rates do not vary much. The overall valugdf KIn? day ! duringt — t3 closely
represents the decay rates for the shorter intervals. Hémepenumbra decayed three times faster than
the umbral cores. The decay rate of the spot is just the sutmeafitbral and penumbral decay rates.
The overall spot decay rate in the current study (225.8°May* for to—t3) is well within the range of
previously reported values, e.gumba(1963 found a decay rate of 180 Miwlay* for nonrecurrent
groups. Spot decay rates in other studies range from 10-125 ddy ! (e.g., Moreno-Insertis and
Vazquez 1988 Martinez Pillet, Moreno-Insertis, and Vazqué&®93 Hathaway and Choudharg009.

5.2.3 Flow Fields in Photosphere and Chromosphere

The two-hour averaged LCT flow maps shown in Eigiwere computed using the 16-hour time-series of
HinodeG-band and Ca H images. We used the satellite sunspot as a reference gneédlall images

in the time-series accordingly. These flow maps provideghtsinto horizontal proper maotions in the
photosphere and chromosphere. We quantified horizontpepraotions for various solar features (e.g.,
bright points, granulation, sunspot penumbrae, and stmegnetic features) by applying morphological
and adaptive thresholds to G-band images (see S&cf). We applied the same indexing to the ICH
flow maps to have one-to-one correspondence comparing ggtadc and chromospheric flow fields,
while neglecting morphological differences. We calcudatee means, medianvyeg, Maximumvpa,
10" percentilev,o, and standard deviatiom, of the horizontal flow speeds (see Tah?). The standard
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Table 5.2: Decay rates [Mrday 1] of penumbra, umbra, and the entire satellite sunspot §amabrae, and penumbrae) for
four time intervals.

Feature Decay rate [Mfrday 2] for four time intervals
-t -t bL-t3 to—1t3

Penumbra 13@ 2442 313

Umbra 864 684 679 737

Spot 2166 3126 993 2258

Note: The time intervals atg= 03:07 UT,t;= 08:36 UT,
to=14:46 UT,t3= 18:20 UT.
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deviation in the flow speed refers to the variance in the datteer than to a formal error. Typical flow
characteristics of solar features were reported/byna and Denke(2011), who also presented values
for other time intervaldT and cadenceAt. Here, we computed the flow parameters for four time-series
with AT = 2 h and afterwards averaged them. The average flow paranoétbis various solar features
are within the expected ranges, except for granulation.eMer 0.354 0.21 km s, which is lower
than the value of = 0.47+0.27 km s'* mentioned inverma and Denke(2011). However, the granu-
lar flow speed could be lower because of the presence of sinaggetic flux concentrations. Regions
of granulation, which are not in close proximity to stronggnetic fields, often showed strong diver-
gence centers, e.g., in the south-west corner of the FOWrtlsathe end of the time-series. In general,
photospheric and chromospheric flow parameters are Mitti@d same. The only notable dissimilarity
between the G-band and G#l flow maps relates to post-flare loops straddling the dontipareN3.
These loops are most prominent in ICH images and result in strong flows of more than 1.14 ki s
(Fig. 5.6: 06:30—-08:30 UT). The signature of these post-flare lootillsvisible at later time periods.
However, the associated flows are much weaker. Other thandiffarences in the frequency distribu-
tions exist only for the high-speed tail, i.e., the maximymeedvax and, to a lesser extent, the10
percentile speed.

In the two-hour averaged LCT flow maps, the overall imprassibflow vectors for G-band and
Call H images is indistinguishable. The flow patterns around #iellge sunspot are different from
regular sunspots (e.g3althasar and Muglagi2010) because of its nonradial penumbra and location
within a complex active region. The most intriguing featiréhe G-band flow maps is the anticlockwise
spiral motion around the dominant umbral cao@. The light-bridge betweeN2 and N3 marks the
location of shear flows, where stronger flows @.45 km s1) linked to the elongated umbne move
past weaker flows¥ 0.17 km s'1) spiraling around the dominant umbxa. The spiral motion and shear
flows were most conspicuous in the first flow map (02:30-04:30, but faded out once the penumbra
had decayed. Strong outward motions were present at the tjageof penumbral filaments associated
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Figure 5.6: Horizontal flow fields averaged over two hours are depictearamsvs overlaid on geometrically corrected G-band
(top) and Cal H (bottom) images of four time-series. The arrows indicate magnitamie direction of the horizontal proper
motions. Arrows with a length corresponding to the grid $iméicate velocities of 0.5 km&.

with N3 and P3 in the northern part of the FOV. These strong outward motissociated withP3

continue to exist until the end of the time-series and appsdong-lived features in the decorrelation
maps of the flow speed (see Séci.4).

5.2.4 Decorrelation Times

The lifetime of solar features can be estimated by seleetirgference map at an instaricand comput-
ing how consecutive maps decorrelate with time. As put foavey \Welschet al. (2012, we computed
linear Pearson and rank-order Spearman’s correlatiorficiegts for G-band intensity and the corre-
sponding horizontal flow speed. The flow speed maps were cmm@s sliding one-hour averages
centered on each point in tinte Pearson’s correlation coefficieptmeasures the strength of a linear

dependence of two variablesandy, and is computed by dividing the covariance of the two vadesiby
the product of their standard deviations:

N
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The Spearman’s correlation coefficiagtis similarly defined as the Pearson correlation coefficient

between two ranked variable&f and (y). We used an IDL algorithm based on the recipe provided in
Presset al. (1992:

1N 1N
with x==Y% and y=—SvV. (5.3)
N2, N2

N

3 (106 =109 (riy) 1)) L o
fo= — — — with X=Ni;r(xi) and yzﬁi;r(yi). (5.4)
\/_;(r<m—r<x>) 3 () -1
The 16-hour time-series was divided into two parts. The éiigit-hour time-series covers the phase

of penumbral decay, whereas toward the second half the gaaumad already vanished. Autocorrelation
functionsrs(t) were computed for intensity and flow maps over circular ave#is a diameter of about
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Table 5.3: Parameters describing horizontal proper motions for wugrigolar features based on the four G-band and Ba
time-series witlAT = 2 h andAt = 60 s for four time-series shown in Fig.6.

v Vimed V1o Vmax Ov
Feature Image Type [knTd] [kms™1] [kms™] [kms™] [kms™]
All G-Band 033 029 063 146 021
CainH 0.35 028 069 231 025
Granulation  G-Band 35 031 065 143 021
CainH 0.36 030 071 231 025
Penumbra G-Band .p8 024 051 122 019
CainH 0.30 024 060 136 021
Umbra G-Band @0 019 033 060 010
CanH 0.30 023 066 119 023
Bright Points G-Band as 017 032 071 010
CainH 0.19 018 032 082 010

Note: For computing the characteristic parameters of tmeipédral flow field, we neglected
the last time intervat,—t3, since by that time the penumbra had decayed and the features
detected as penumbra were just artifacts of the threshphlgorithm. The time period
to—t2 was excluded from calculating @aH flow parameters of the umbra, since motions
along post-flare loops resulted in high flow speeds.

5 Mm and for lag times of up to 300 min. We used 16 and 10 referdraomes for the intensity and
speed maps, respectively. The number of reference frantesohze reduced to ten in the case of the
flow maps because of the 60-minute sliding average. We amértog autocorrelation functions to have
different instances of surface features contributing tosample. In both cases, the averages are based on
460 min of data, i.e., either 2610+ 300 min or 10x 104 300+ 60 min, where the last term results from
the sliding averages. The thus averaged autocorrelatioctifuns are fitted with decaying exponential
functions

rs(t)

[ku@%umykum%u@y”wgum%umgygum%mmﬂ (5.5)

1
~ exp<—?ty> )

where the constantsandy are derived from a least-squares fit to the measuy(¢dl The functionf (t) is
either an intensity or a horizontal flow speed map. The fifes (or decorrelation times) were calculated
forrg(t) =1/2, i.e.,

ty, = (1In2)"". (5.6)

The casgy = 1 corresponds to a simple exponential decay, mainply refers to the lifetime of the
feature. While this is the standard approach for determitifietimes of solar granulation, this simple
decay law no longer holds in the presence of (strong) magfielils. Using alsy as a free-fit parameter
results in a much improveg?-statistics, independent of the magnetic environmeng.#f1, thent can
no longer be interpreted as lifetime. Therefore, we chosesEGo determine how long solar features
last because it removes the entanglementafidy by emphasizing the quality of the fit.

A more detailed analysis shows that- 1 in regions with granulation ang~ 1/2 in sunspots are
representative values for the autocorrelation functiodnsitensity features. The autocorrelation func-
tions of flow features are characterized py 3/2, with no major differences between sunspots and
granulation. However, the exponent can approgeh 3 for some long-lived features, e.g., stationary
G-band bright points. In these cases, thealues become very large and can no longer be interpreted as
a lifetime.

In Figs.5.7and5.8, we depict the decorrelation-time maps for the intensity #ow speed, respec-
tively. Linear and rank-order correlations qualitativplpduce the same decorrelation times. Our type of
presentation differs frorivelschet al. (2012 because our decorrelation times were computed either for
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Figure 5.7: Decorrelation times computed using the linear Pear$sft) @nd Spearman’s rank ordemiddle correlation
coefficients for the intensity of G-band images. The timéesewas divided into two parts, from 02:46-10:26 Udp) and
10:34-18:14 UT ljotton). Average G-band images for these time intervaighf) clearly show the penumbral decay of the
satellite sunspot.

each pixel in the FOV (Pearsoryg or for a 4x 4-pixel grid (Spearman’s;). The coarser sampling is re-
quired because of the computational overhead in rankingahiables. These maps were then smoothed
by a Gaussian with a FWHM of 1200 km. We inferred from the dexlation maps of the intensity that
the magnetic features have longer lifetimes than gramulatihich is expected.

Regions of granulation can be extracted from the averagar@-bnages shown in the right panels
of Fig. 5.7, where they correspond to the dark blue regions to the wesikeofatellite sunspot. Typical
granular lifetimes derived from the linear and rank-ordecatrelation maps are about 3.1 min and
4.6 min, respectively. In the rank-order case, we find a stahdeviation of the frequency distributions
of about 1 min. Because of a pronounced tail towards londetirfies, the standard deviation of the
linear case is much higher. However, the median is close tm3mboth cases. There is no significant
difference in the granular lifetimes during the first andmsethalves of the time-series. Our findings are
in good agreement with the original work Bhng and Schwarzschi(@d961) and match accurately the
findings of Title et al. (1989.

G-band bright points show two types of behavior: either tte@yain stationary as at the supergranular
boundary at the western periphery of the FOV or they streaaydmm the satellite sunspot towards
the main spot. In the long-duration G-band images, the bpgints coalesce into strands indicating
preferential paths taken by small-scale magnetic feat@wsilar motion patterns were observed for the
moat flow of the decaying sunspatgfmaet al,, 2012. However, thread-like concentrations of magnetic
field were also observed I8trouset al. (1996 for an emerging active region. Thus, preferential paths fo
the migration of small-scale magnetic elements might benvancon property of flux emergence, removal,
and dispersal. The factor that G-band bright points areeeighationary or moving does not have an
impact on their lifetimes. The light-blue to turquoise asldenote lifetimes of about 35 min in linear and
25 min in rank-order decorrelation maps. The distributiiornzoth cases have a pronounced high-lifetime
tail. Note that individual, long-lived, and stationary @+a bright points can create artifacts, which
appear as disk-shaped features (e.g., marked with white Fig. 5.7) in the smoothed decorrelation
maps. This is because as long as they are fully containeé icirtular correlation window, their presence
outweighs any other contribution to the correlation functi

The typical lifetime of strong magnetic features (poresptam, and penumbrae) is about 200 min
and 235 min using linear and rank-order correlations. Tiewdrtually no difference in the respective
distributions of magnetic features, except that the arearea by extremely long-lived feature (lifetimes
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Figure 5.8: Decorrelation times computed using the linear Pear$sft) @nd Spearman’s rank ordemiddle correlation
coefficients for the horizontal flow speed. The time-series divided into two parts from 02:46-10:26 UfBif) and 10:34—
18:14 UT potton). Average flow speed mapedght) show several small regions with enhanced flows in the \ticiof long-

lasting flow features.

> 500 min) is moderately higher (1.8 Minin the case of rank-order correlations as compared to lin-
ear correlations (1.2 MA). The photometric decay of the satellite sunspot also késemark on the
decorrelation maps. The area covered by features livinggiothan 100 min decreased from 160 Kim

80 Mn?, while in parallel the complexity of the long-lived featsrdecreased. The lifetime in the vicin-
ity of the umbral core”3 was about 300 min during the first half of the time-series.hingecond half,
erosion of the rudimentary penumbra and slow cancellationagnetic flux neaP3 led to significantly
shorter lifetimes (about 100 min) in that region. The onlpgmicuous feature that remained in the latter
decorrelation map is a compact oval region associated Witlddminant umbral comg3. In two small
kernels with an area of about 2 Mnthe lifetime exceeds 1000 min.

Decorrelation maps of the flow speed are presented inSRigThe right panels show the averaged,
long-duration flow maps. Flow speeds are suppressed innggiontaining strong and weak magnetic
fields. Typical values are.P440.15 km s'%, where the standard deviation refers to the variance within
the region covered by the satellite sunspot and the suriogiigl-band bright points. Higher flow speeds
(0.52+0.11 km s'Y) are encountered in quieter areas. Especially in proxitoityupergranular bound-
aries near the western periphery of the FOV, flow speeds appimg 1 km s! are measured. For
example, a strong divergence region (see Figat time periods 10:30-12:30 UT and 14:30-16:30 UT)
becomes apparent in the lower-right corner of the FOV in #u®sd half of the time-series.

Two small flow kernels of about 1 Mfnpossessing high-speed values approaching 1 kirase
related to the decay of the rudimentary penumbra near thealrobreP3 as well as to slow flux can-
cellation in that region. These flow kernels also leave arrimjin the decorrelation maps. Note that
the logarithmic scale of the decorrelation times signifiadiffers for G-band intensities and horizontal
flow speeds. Surprisingly, the lifetimes associated withdbminant umbral cor3 are much lower
than the ones foP3, i.e., horizontal flows are more persistent near Thus, flows contribute to the
decay of the satellite sunspot most noticeably in regiorte weaker and less compact magnetic fields.
Persistent flows have lifetimes typically over 80 min andssr up to 160 min. The frequency distri-
butions of flow lifetimes derived from linear and rank-orakcorrelation maps are virtually same. In
both cases, distributions are broad and do not have a higleiyetail. In comparison to Figs.7, higher
fine-structure contents become immediately apparent irbFigwhich might be explained by the shorter
lifetimes of horizontal flow patterns.
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5.2.5 Homologous M2.0 Flare

An M2.0 flare started in active region NOAA 10930 at 18:20 UWaods the end of the time-series.
Time-resolved Ca H flare kernels are shown in the right panel of Figl. The color-coded flare ker-
nels are based on images with the full cadence of 30 s. Thdrfd®ations of this two-ribbon flare
were associated with the remnants of the negative polagdjufes aroundi2 andN3 in the satellite
sunspot. The second ribbon is located some 10-15 Mm awayeétwark region to the west with pos-
itive polarity. Flare brightenings related to tidespot appear delayed by a few minutes. Furthermore,
remote brightenings appear in a negative-polarityi€aplage region towards the north-west. A small
filament above the neutral line formed by the remnant$28li3 andP1/P2 erupted during the flare. The
location of this filament was extracted from BBS@ Hull-disk images and carefully matched with the
magnetogram of Figh. 1.

The X6.5 flare on 2006 December 6 was also a two-ribbon flaree, lee flare ribbons were located
inside the umbra of the main spot and along the neutral lipars¢ing the main and spots. A filament
located above this neutral line (see F1 in Fig. 1Bafasubramaniarat al, 2010 erupted as a result of
the flare and produced an impressive Moreton wave. The Rdterribbon extended all the way to the
satellite sunspot, which at that time was still connectethéomain spot by a wide band of penumbral
filaments. Rapid penumbral decay initiated by the X6.5 fléwaracterize this penumbral regioneng
et al. (20113 find no indications for flux emergence in this regions, btritaite the initiation of the flare
to (shear) flows along the magnetic neutral line, which wateaaced just before the onset of the flare.
The rapid penumbral decay within the band connecting mashsarellite sunspots/(ang, Deng, and
Liu, 2012 also marks the beginning of the demise of the satellitefsamns

Even though separated by more than one order of magnitudedy Kux, the X6.5 and M2.0 flares
share a variety of traits, so that they can be consideredraslbgous flares: both are two-ribbon flares,
filament eruption is observed in both cases, the reconfigaraf the magnetic field topology involves
the satellite sunspot, and flux removal rather than emeegisre decisive means in the flare process.

Nonetheless, the X6.5 and M2.0 flares also deviate in somexspWhile rapid penumbral decay
is a characteristic of the X6.5 flare, it only plays a very laeal role in the M2.0 flare, where slow
penumbral decay is the most prominent featu#elasubramaniaret al. (2010 found that the centroid
of the high-energy radiation during the X6.5 flare is asgediavith the developing-spot, whereas the
Moreton wave has its origin in the satellite sunspot. Theeabs of a wave for the M2.0 flare does not
preclude the characterization of X6.5 and M2.0 flares as lhagoas because, even though Moreton
waves have been observed for M-class flat&ai(muthet al, 2004gb), their frequency of occurrence
drops with diminishing X-ray flux. In summary, all obsereats agree with the scenario that while the
M2.0 flare is initiated at the satellite sunspot, the stroragnetic field gradients in the vicinity of the
o-spot are responsible for the stronger flare emission.

5.3 Conclusions

We have presented a case study involving the flare-prolifigeacegion NOAA 10930, where a satellite
sunspot decayed and flux removal during the decay was calis&iéd to two homologous X6.5 and
M2.0 flares. Our major findings with respect to this slowlya@ng sunspot are:

O Nonradial penumbral filaments indicate the presence oftédisnagnetic fields in the satellite
sunspot.

O Shear flows were observed along a light-bridge between tworaintores in the center of the
satellite sunspot, which is in close proximity to the magneutral line. The shear flows continue
as long as penumbral filaments exist in proximity to the edéntmbral cores.

O Slow rotation of the satellite sunspet 60° in 14 hours), as marked by the tilt angle of the light-
bridge, contributes to the alteration of the magnetic fiefztbtogy.

O The light-bridge is becoming stronger while the sunspotisaging, indicating that it is now easier
for convective motions to penetrate strong magnetic fields.
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O Photometric decay rates observed in the satellite sunspah @jood agreement with other stud-
ies Bumbg 1963 Moreno-Insertis and Vazque1988 Martinez Pillet, Moreno-Insertis, and
Vazquez 1993 Hathaway and Choudharg008.

O We find evidence for localized ‘rapid’ penumbral decéayafiget al, 2004 Denget al.,, 2005 Liu
et al, 2009 near the central umbral core in response to a C6.1 flare. Hawslow’ penumbral
decay is the more prominent characteristic of the decayaitgjlge sunspot, particularly near the
northern part of the spot.

00 We find persistent flow kernels with velocities up to 1 km slose to the region of slow penumbral
decay. The decorrelation times in this region range fron180-min, which are among the longest-
lasting flow structures of the time-series.

O Even though the intensity-based decorrelation times atefor the dominant umbral core (typical
values of about 200 min, but exceeding 1000 min in some sreatidts), the flow-based decorre-
lation times are significantly lower compared to the regidthwlow penumbral decay. Therefore,
the satellite sunspot decays most noticeably in regionls wéaker and less compact magnetic
fields.

In summary, we conclude that the decay of the satellite stnigl to a substantial restructuring
of the magnetic field topology. Thus, flux removal has to besmsred an important ingredient in
triggering flares, as we have discussed in the context ofaheologous X6.5 and M2.0 flare. We used
the phrase “flux removal” because even though flux submeegeright be the more likely scenario,
we cannot exclude that flux cancellation is a contributingida Ultimately, only results from local
helioseismology can answer this question (é<gsovichey 2011). The presence of th&spot provided
the environment for even stronger flare emissions. Howestation, twist, and rapid proper motions of
this &-spot will soon become the hallmark of the flare-prolific eetiegion NOAA 10930.

In addition, we adapted and extended the autocorrelatiatysia of\Welschet al. (2012 to study
the lifetime of intensity and flow features. The novel apptoaf aggregating decorrelation times into
two-dimensional maps will be a valuable tool for investiggtother dynamic processes of the active and
quiet Sun.
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Chapter 6

Statistical Properties of the Dynamical
Environment around Pores

The magnetic flux on the solar surface appears in many forantrgt from the inter-granular dark lanes
to azimuth centers (AC%eppens and Martinez Pille1996, over magnetic knots to pores, and finally
to the magnificent sunspots. Azimuth centers are magnetictgtes, which have the size of a pore with
a central magnetic field of up to 1400 Gauss and a filling fast@about 50%. They are characterized by
a horizontal magnetic field component that covers all hotizlbangles with respect to a central point.
No darkening of the continuum intensity is observed for A@kich indicates that the magnetic flux is
not strong enough to suppress convection. There are immhsathat ACs represent the nascent stage of
pore formation. Pores, which are often described as sun$griting a penumbradfay and Loughhegd
1964, are formed by the advection of magnetic flux and clusteofignagnetic elements. Once the size
becomes larger than 300 km, pores appear dark, because dginetindield is now sufficient to suppress
the energy transport by convectiokig(ler, 1992. The magnetic flux linked to pores at their periphery
provides a mechanism for keeping them in their existingesaad for contributing to further growth. If
magnetic flux from the surroundings is constantly added teqahen their growth can be maintained
(Wang and Zirin 1999.

Pores demarcate the transitory state between small-se@eatic elements and sunspots. The transi-
tion from a pore to a sunspot is driven by changes of the eaedlosagnetic flux. According taucklidge,
Schmidt, and WeisgL999, there is an overlap between large pores and small sunspoesconvective
mode responsible for this overlap sets in suddenly andIsagitie consequence of this convective inter-
change is the filamentary penumbra, which is responsiblthéoenergy transport across the boundary of
the spot into the external plasma. The new mode of filamemtamnyection sets in, when the inclination
0 to the vertical of the photospheric magnetic field exceedsestritical value. Thus, pores and sunspots
form a single family parametrized I8, and the two branches are linked by an unstable branch (ge2 Fi
in Rucklidge, Schmidt, and Weis$995. Hence, pores as penumbra-lacking features are ideatldsu
to study the interaction between the vertical magnetic feld the surrounding convective motions.

Kell et al. (1999 observed in an active region with newly emerging magnetig that pores are
formed by an increased concentration of magnetic fieldseastipergranular boundaries, and that the
surface motions are responsible for the increased magingticconcentration. They found that down-
flows appear in annular, ring-like structures around moghefpores and that the LOS component of
the magnetic flux increases with the downflow velocity. Therggth of the LOS velocity component in
pores increases as one moves down from the upper to the Ibwtrgphere. Downflows around pores
are reported in many studies (e.girzbergey 2003 Sankarasubramanian and Rimme&le03. In ad-
dition, Keil et al. (1999 applied LCT to calculate horizontal surface velocitiefiey found a decrease
in the horizontal surface velocity inside the pore, whiokythelated to an increase of the magnetic field
strength. This finding was later confirmed by zberger(2003.

Roudier, Bonet, and Sobotk2002) observed that inside the pore the horizontal plasma vedsare
smaller by a factor of two to three compared to velocitiesiolgt of the pore. The highest velocities inside
the pore are located near the pore’s border, which are camaeal by flows penetrating from the outside.
This motion at the periphery of a pore is instigated by exeplasma flows deposited by explosive

79



Table 6.1: List of active regions containing pores observe#linodeG-band images. Apart from active regions, date, and time
of observations, the number of one-hour sequehiesd number of porel,, in the FOV are also listed.

Active region Date Time Ns Np Active region Date Time N Np
NOAA 10921 20061103 16:41UT 3 54 NOAA 10953 20070503 05:00UT 4 11
20061104 17:11UT 4 51 20070503 05:30UT 5 3
20061104 17:41UT 2 18 20070504 06:00UT 1 3
20061105 12:39UT 2 23 20070504 06:29UT 3 3
NOAA 10926 20061130 13:09UT 6 30 20070505 07:00UT 7 8
20061203 13:39UT 6 16 20070505 07:30UT 5 10
20061204 14:09UT 15 23 20070506 08:00UT 2 2
NOAA 10930 20061207 21:05UT 30 242 NOAA 10956 20070516 08:30UT 1 9
NOAA 10933 20070110 22:05UT 6 29 20070517 09:00UT 1 2
NOAA 10938 20070115 19:49UT 7 57 20070517 09:30UT 1 4
20070116 20:19UT 5 51 20070518 10:00UT 1 6
20070116 08:09UT 10 79 20070518 10:30UT 1 8
20070117 08:39UT 5 19 20070519 11:.00UT 1 7
20070117 09:09UT 3 4 20070521 11:30UT 1 5
20070118 09:40UT 6 7 20070521 12.00UT 1 8
20070119 10:10UT 6 23 20070522 12:30UT 1 1
20070120 10:39UT 9 46 20070522 13:00UT 1 1
20070120 20:19UT 2 1 NOAA 10960 20070604 13:30UT 1 4
NOAA 10940 20070201 21:19UT 5 26 20070604 14.00UT 1 4
20070201 21:50UT 2 17 20070609 14:30UT 1 2
20070202 22:20UT 3 29 20070609 15:00UT 1 3
20070202 22:49UT 3 31 20070612 15:30UT 1 1
20070203 00:29UT 5 45 NOAA 10969 20070824 16:30UT 2 2
20070203 01.00UT 4 58 20070831 17:30UT 4 9
20070204 0L:30UT 5 19 NOAA 10978 20071207 18:00UT 4 41
20070204 02:00UT 6 21 20071208 04:43UT 6 71
20070205 02:30UT 4 16 20071209 05:13UT 9 87
20070205 02:59UT 3 7 20071209 05:43UT 7 69
no region No. 20070308 03:29UT 3 3 20071210 06:13UT 9 90
NOAA 10953 20070427 04.00UT 3 16 20071210 06:43UT 4 44
20070428 04:30UT 10 90 20071211 07:13UT 3 22
20070428 05:00UT 9 63 20071212 11:25UT 1 34
20070429 05:30UT 9 51 20071212 11:56UT 8 263
20070429 05:59UT 7 19 20071213 12:25UT 9 264
20070430 06:29UT 1 6 20071214 12:55UT 4 129
20070430 O7:00UT 3 17 20071214 13:25UT 8 183
20070501 07:30UT 2 7 20071215 13:55UT 9 124
20070501 03:30UT 2 3 NOAA 10978 20080106 14:25UT 5 6
20070502 04:30UT 6 3 Total 357 2863

events. These authors also found ring-like structures eftipe divergence around the pore, which
they related to continuous explosive events in the graimlaround the pore. Thus, they confirmed
the results ofSobotka, Brandt, and Simgi999, i.e., the existence of so-called rosettas — a typical
diverging velocity pattern related to mesogranulatiei.zberger(2003 found that the horizontal flow
fields are asymmetric and that the absolute values of haakfiaw velocities are much smaller than the
velocities observed bigoudier, Bonet, and Sobotk2002). Furthermore, positive divergence structures
are observed surrounding the pores, i.e., horizontal isflare observed, which can be explained in
terms of the continuous downflows detected in LOS velocitpsnalirzberger(2003 also described
the formation of a proto-pore or magnetic knot, which he aix@d by convective collaps&iein and
Nordlund 2009.

Denget al. (2007 observed a decaying sunspot in white-light to investighéevolution of flows
and horizontal proper motions in an active region. LCT wasdusr the computation of horizontal flow
fields. The study confirmed the existence of a divergenceiiside the penumbredenker 1999. The
moat flow, which is a characteristic of sunspots, was alsemis around a residual poré&uccarello
et al. (2009 found evidence of MMFs and moat flow in the vicinity of a nalseshspot, i.e., even when
penumbral filaments and the Evershed flow were not presenti@brera Solanat al, 2009. Verma
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Figure 6.1: HinodgdSOT time-averaged (one-hour) G-band image of active r§i0AA 10921 observed on 2006 November 3.
Pores selected for further analysis are marked by rainlwared contours.

et al. (2012 also observed MMFs and moat flow around a spot with almostlaméintary penumbra.
Vargas Domingueet al. (2010 studied flow fields around seven pores by computing hor&qrbper
motions using G-band images and found no trace of moat flounarpores. They do observed inward
and outward motion around pores related to exploding gesn@ainz Dalda, Vargas Dominguez, and
Tarbell (20129 studied the same naked sunspotZascarelloet al. (2009 and concluded that MMFs
around this spot can be explained in the same way as for sisngjith penumbral filaments, because
the naked sunspot despite has almost the same magnetitustras a sunspot with penumbra. The
connection between moat flow and MMFs around pores is stitipgam question.

In summary, all these research efforts are just case sttatiasing on individual pores, which have
different evolutionary paths. To generalize and to makepibire complete, one has to perform a de-
tailed statistical analysis, including the pore’s morpigyl horizontal flows, evolutionary stage (young,
mature, or decaying), complexity of the surrounding maigrfitid, and proximity to sunspots or cluster
of G-band bright pointsHinoddSOT data offer the opportunity for this type of researcltause of the
uniform data quality and the absence of seeing, which allesvi directly compare pores in different
environments and at various stages of their evolution.

6.1 Observations

Tracking horizontal proper motions works best on image# Witjh-contrast and rich structural details.
G-band A 430.5 nm) images fulfill these requirements. Bimode G-band images are captured by
SOT/BFI. InVerma and Denke2011), the data selection and analysis steps, were describestail. d
However, in the following, we briefly recapitulate the masipiortant facts, which are relevant to this
statistical study. The initial data selection criterionsthat there should be at least a one-hour sequence
with a time cadence better than 100 s. For the time period favember 2006 — January 2008, we
found about 153 datasets with 1024.024 pixels and 48 with 2048 1024 pixels. The paucity of full-
resolution data limited us to images with only half the sgatsolution (0.1 pixel~1) and 2x 2 pixels
binning. The typical time-cadence was between 30-90 s.téh twe had about 557 one-hour sequences
covering various scenes on the solar surface, out of whiBrcdatained active regions. Howevilinode
mostly observed the same set of active regions over a pefigel/eral days. Hence, we have only twelve
distinct active regions in the database, which introdudgiasinto the statistical study. In Teb.1all the
observed active regions are listed. Nevertheless, themrstudy is the first attempt to use tHnode
data base to establish a statistically meaningful chaiaaten of the horizontal flow fields associated
with solar pores.

Before applying LCT, the selected datasets were dividexdne-hour time-sequences. Basic image-
calibration steps were performed on the images such asastibtr of dark current, correction of gain,
and removal of spikes caused by high-energy. After that meges were corrected for geometrical-
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Table 6.2: Parameters describing the morphology and the associatediéld of pores shown in Figs. 1

Npore  Apore Lpore Avore/Lpore  Imin~ Imean 13 0 Vmean 0-v Oxv
[Mm2]  [Mm]  [Mm] [°] [kms1 [108s1] [103s]

1 199 595 033 050 070 060 -—-2044 Q12 -0.22 005
2 6.60 1466 045 045 069 094 5454 019 —-0.24 011
3 995 1312 076 030 057 073 17.96 019 —0.18 —0.03
4 1044 1771 059 042 067 086 —24.30 Q17 -0.19 —-0.02
5 619 1326 047 052 069 080 748 022 -0.17 002
6 199 7.01 028 063 075 087 6660 009 -0.13 000
7 756 1402 054 028 059 095 2354 028 -0.28 009
8 6.00 1016 059 039 060 059 2481 013 -0.11 001
9 207 675 031 063 077 071 8717 009 —-0.10 002
10 160 542 030 065 077 058 584 018 -0.11 002
11 332 773 043 049 069 085 5843 011 -0.14 —0.03
12 127 487 026 067 077 083 —-54.08 006 —0.01 —0.01
13 858 1291 066 040 062 Q76 2923 020 -0.22 -0.01
14 130 453 029 063 074 080 6886 010 -0.19 011
15 268 665 040 040 067 064 -6226 Q12 -0.20 008
16 503 982 051 038 064 074 —-8.75 018 -0.19 002
17 194 537 036 049 068 061 978 013 —0.06 -0.11

Note: The are@dpore covered by the pore, the lengthiore of the circumference, the ratior/Lyo, the mini-
mum lyin and the meahmeanintensities, the average flow speegkan the mean divergendeg - v, and
the mean vorticity] x v.

foreshortening and resampled in a regular grid of 80>kr80 km. Images were aligned with respect to
the firstimage in a sequence by applying the shifts betwersemuitive images in succession using cubic
spline interpolation with subpixel accuracy. These shifése calculated using the cross-correlation over
the central part of the images. The signature of the five-tainacillation was removed from the images
by using a three-dimensional Fourier filter with a cut-offosity of 8 km s corresponding roughly to
the photospheric sound speed. A high-pass filter in form chasSian kernel with a FWHM of 15 pixels
(1200 km) was applied to all images. The application of sufiltex was required to suppress strong
intensity gradients. The LCT algorithm ofidrma and Denkgr2011) was based on the seminal work
of November and Simo198§. The algorithm operates on subimages with a size ok 32 pixels
corresponding to 2560 km 2560 km on the solar surface. A Gaussian similar to the kargsetl in
the high-pass filter was used as an apodization/samplingowirconstraining the cross-correlation to
structures with a size of 1200 km i.e., roughly the size ofangte. After computation of the cross-
correlation function, the position of its maximum is fourging a parabolafit to the neighboring pixels.
The calculated and averaged flow maps build the foundatiohi®&tudy.

6.2 Selection of Pores

To prepare the data, a CLV correction to the G-band images)wsilinear regression ip = cog6)
was applied, wherg is the cosine of the heliocentric angbe While computing the LCT flow maps,
the images were not CLV-corrected, because the high-pssstikes care of any large-scale intensity
variation. The corrected and averaged image was then niagdato that the quiet Sun intensity
equals to unity. Pores are dark features on the solar surfligerefore, we required that at least one
dark core [gore < 0.61g) consisting of 10 pixels is contained within a pore. In ftr@$ening-corrected
G-band images, we restricted the size of pores to 125 pifQeBsNin?) and 15625 pixels (100 M#.
We considered features smaller than the lower limit as ntagkeots and features larger than the higher
limit as sunspots while neglecting a certain overlap towdrigher end. Going beyond the limitations
of ‘simple’ thresholding, we used an anisotropic diffusifiiter (seePerona and Malik1990 instead

of simple Gaussian smoothing. The Perona-Malik filter ueesanisotropic diffusion equation, which
smoothes the image without blurring the boundaries of aaadphence making the automatic selection
of pores by intensity thresholds more efficient (Figl). However, to finally confirm, if the selected
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Table 6.3: Parameters describing the morphology of pores and theiassalow field.

Parameters Isolated Residual
Apore[Mm?] 311  16.90
Lpore [Mm] 6.73 16.49
AporeLpore [MM] 1.02 1.10
£ 0.25 0.58
0 1[°] —43.6 85.20
Imin 0.37 0.24
Imean 0.60 0.48
Vmean[km s71] 0.18 0.29
Ov[10-3s -005 -014

Oxv[10-3s1] 0.01 0.10

feature is a pore, we resorted to visual inspection. We detal all features with any signature of
penumbral filaments. In total, we ended up with 2863 porefuitiher analysis (Tab.2).

6.3 Results

6.3.1 Parameters Describing Morphology of Pores and Associ ated Flow Fields

The selection procedure results in binary masks contaialhpixels belonging to pores. The masks
provide easy access to many physical quantities. Usingtémlard tools for blob analysis-#énning
2003, parameters describing the morphology of pores and thecased flow field were derived. We
measured area covered by pofgsre the length of the circumferendgyre, the mean intensitymean
the average flow speeghean the divergencedl -v, and the vorticity(] x v within pores. Fitting an
ellipse to each pore yields among other parameters the iaheccentricitye = /1 — (b/a)2, where

a is the semimajor axes ariglis the semiminor axes. The angle of the major axis with thézbotal

6 corresponds to lines of equal latitude because of the chdsprojection method. In Figh.1, the
one-hour averaged and corrected image of active region NO2gR1 observed on 2006 November 3
is shown. The rainbow-colored contours mark pores seldayedsing the above described intensity
threshold. All 17 pores were fitted with ellipses, and all discussed parameters were computed, which
are compiled in Tals.2

6.3.2 lllustrative Examples of the Data Analysis

In Fig. 6.2, two pores out of 2863 pores are presented as an example laireitpe data analysis and
parameters obtained for further study. We compared twospwith different histories and backgrounds:
an isolated pore in the vicinity of a sunspot and a residuid,pce., the end product of a decaying sunspot.
The isolated pore was located in a supergranular cell wilstive region NOAA 10940 observed on
2007 February 3, close to a fully developed sunspot, wheheasesidual pore was the end product of a
satellite sunspot in the vicinity of the highly active anddlgrolific region NOAA 10930 observed on
2006 December 7. We used the one-hour averaged image asdauttgvith the averaged flow vectors
overlaid on it. As seen in the averaged image, both poreswureunded by a bright intensity ring.
However, in case of the residual pore, the bright ring is egular. An annular structure of positive
divergence (not shown in the figure) envelops the brighinsitg ring like an onion peel. The positive
divergence structure contained respective divergendersenvhich can be related to exploding granules.
A similar ring of divergence centers around a pore was ptesioobserved byRoudier, Bonet, and
Sobotka(20032). Inflows inside and outflows in the exterior are found in porehich are not necessarily
symmetric. Around the isolated pore the outflows are rattienger than the inflows.
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Figure 6.2: Average (60-minute) G-band imageff) of an isolated poret¢p) observed on 2007 February 3 and an residual
pore pottorm) observed on 2006 December 7. The arrows indicate magratutdidirection of the horizontal proper motions. An
arrow with the length of the grid spacing indicates a spee@dl®km s1. Azimuthally averaged profilesight) are presented
for the time-averaged G-band intensiblgck), the horizontal flow velocitiesofangg, the divergenceréd), and the vorticity

(cyan.

The parameters describing the morphology for both pores@miled in Tab6.3. As expected,
from a visual inspection, the isolated pore, has a smallradcity than the residual pore, i.e., it is more
circular. The value of the minimum intensity,, is lower in the residual pore. The mean divergence
within both pores are negative, indicating the converging$l, as seen in the overlaid flow vectors in the
averaged G-band images. Apart from computing parametsiceipores, we computed radial averages
for intensity, velocity, divergence, and vorticity over adral distance of 6 Mm for all pores. Radial
averages beyond the pore’s boundary are only computeckrié dre segments covering at least°li80
azimuth which are free of any other dark features. In rigitigd of Fig.6.2, the radial averages for both
pores are compiled. For both pores, the intensity is lowdmsind increases to unity, i.e. to the quiet Sun
value. However, near the boundary of both pores, we see amaaxiof the intensity, which corresponds
to the bright ring that we observed around pores. The divegehanges sign at the boundary of pores
and the location of its maximum is well outside the poreseredtingly, the divergence maximum extends
even beyond the bright circular ring surrounding pores. Hilgh speed values outside the isolated pore
are also evident in the radial averages with speed valuehirgpup to 0.7 kmst. These two examples
of pores befittingly describe the diversity in the databdséhe current study, we will discuss only some
of the statistical results. A detailed analysis will be pded in an upcoming publication.

6.3.3 Areavs. Perimeter

A scatter plot of perimeter lengthyere VS. arealyore for all pores is depicted in Figh.3. The ratio
Lpore/ Apore IS minimal for a perfectly circular pore, i.ea,= 11in

Lpore = 20/ MApore. (6.1)

In the scatter plot, the lower solid curve represents thatiosl fora = 1. Most perimeter lengths are
above the curve representing circular objects, suggetitatghe majority of pores are elongated and not
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perfectly circular. As the area of the pores becomes latferfarther the points are located from the
curve. Using Eqn6.1and a non-linear least squares fit over all values of area amaheter, we obtained
scaling factor oir = 1.37. As an upper envelope for the scatter plot a scaling fadtar= 2.5 is a used.

Figure 6.3 also contains the frequency distributions for perimetagtg Lore and area\nore, Which
are plotted as gray histogram bars. Their respective pdeasnare included in each panel. In addition,
log-normal frequency distributions were fitted to the histons

_(n xfu)2
202 with x>0, (6.2)

1
f(x,u,0)= XO'\/ETe

whereu ando are the mean and standard deviation of the variabl@'., Lpore OF Apore) Natural loga-
rithm, respectively. In Talb.4, the mearu and standard deviation for Ayre andLpore @re given, along
with the moments of the distributions, e.g., median, mead 18" percentile. For the fitted distributions,
the median, mean, and % @ercentile are smaller than for the observed distributibesause there are
significant numbers of pores larger than 3 Klamd with perimeter lengths above 10 Mm, which do not
follow the log-normal frequency of occurrence. The positiralues of skewness exhibited by distribu-
tions points to the extended tail, showing the relative glewce of larger pores. More than 66% of all
pores (2863) are smaller than 5 Mmwhich corresponds to a region with the size of just a few gies
Hence, overall observations and log-normal fits are in ggwdeament.

6.3.4 Frequency Distributions

The relative frequency distribution of the G-band intgnsiithin all pores is given in Figs.4. The mean,
median, and 10 percentile of the frequency distribution adfgean= 0.65lg, Imeq= 0.671g, andlyg =
0.83lg, respectively. The distribution is skewed to higher-isigas with an extended shoulder on the low
intensity side. The most striking feature of the distribatis almost linear increase of the intensity from
0.58 to to 080ly. We fitted the frequency distribution with two Gaussians mpresenting dark and the
other referring to bright components. Two Gaussians arsarto take into account the appearance of
bright intrusions in dark pores, which can be for exampledbenterparts of umbral dots in sunspots.
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Table 6.4: Parameters and moments of the frequency distributionisfge and are@\ore.

Log-normal distributed variabbe Apore  Lpore
Mean Inx u 1.13 2.03
Standard deviationbn o 0.73 0.43
Median et 3.09 7.62
Mean gH+0%/2 4.03 837
Mode =07 1.82 6.31
10" percentile 7.76 13.22
Variance (9% — 1) H+0? 11.38 14.55
Skewness (€ +2)Ve? —1 310 1.69
Kurtosis eh0? 1 26%0° 1 3620° _ 6 20.86 4.03

The respective frequency distribution is given by

Pl _(I/Ioffl)z P2 _(|/|07£12)2
1/lo) = e 2 4 =—e 2% | 6.3
P(l/1o) V21107 V2noy (6.3)

whereP » are the probabilities of occurrence aRd+ P> = 1. Bright features cover about 21.6% of the
pore’s area, i.e.P, = 0.216. Meansu;, and standard deviations; » of the two Gaussians are given
in the caption of Fig6.4. Optimal thresholddy > can be computed (e.g5onzalez and Woo2002),
which separate the bright and dark components, using tharati@equation

AT?24+BT+C=0 (6.4)
with
A = 0?07
B = 2(105— p07) (6.5)
C = ofis—oiui+20%0zIn (0oP1/01P).

Two thresholdsT; = 0.76lg and T, = 0.871g are required to separate the dark and bright components
because of the strong overlap. However, the combinatiow@f3aussians leads to a bimodal frequency
distribution, which is not observed, because the averagiemsities were computed over a wide range
of heliocentric angle®. Accordingly, both the means and the standard deviatiotisexhibit a CLV.
Hence, by incorporating this functional dependence ofnsitg on the heliocentric angl@, one could
reproduce the general shape of the distribution in Eig.

Along with frequency in Fig6.4, the frequency distributions for the speed, the divergeand the
vorticity within all pores are shown. The distribution fdret speed is broad and has a high-velocity tail.
As expected, the mean speed is layan= 0.18 km s! inside pores. However, because LCT follows
intensity contrasts, the dark core could lead to low spesitiénpores in the absence of contrast-rich
structures. The frequency distributions for the divergeand the vorticity have almost the same shape.
We fitted the divergence distribution with a Gaussian curve

1 =’
e 207 | (6.6)

Tiou,0) oV2n
with 0 =0.11x 10 3 s 1 andu = —0.14x 10 3 s 1. The negative mean value of the divergence within
the pore indicates inflows inside pores, which we also oleskiv the two pores presented as examples
in Fig. 6.2 A normal distribution is also a valid representation fog tlorticity. We fitted the vorticity
distribution with a Gaussian centerediat= —0.00 x 103 s~! and havingo = 0.10x 103 s, The
mean value of vorticity inside pores is approaching zerggssting that there is not much twist and
spiralling motion in the horizontal flow fields within a pore.
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Figure 6.4: The intensity distributiontpp-leff) of all pores §olid) can be fitted with two Gaussians, i.e., a dark component with
U =0.62lg ando = 0.14lg (dashed and a bright component with = 0.80ly ando = 0.04lg (dash-dotted. The frequency
distributions are also given for the flow spe&ap(right), the divergencebpttom-lef}, and the vorticity hottom-righ) within all
pores. The three vertical lines mark the position of the myegiolid), mean fong-dashe}] and 16" percentile dash-dottejiof

the the speed, the divergencél - v, and x v the vorticity. The divergence and vorticity distributiose fitted with Gaussians
(dashedl having a mean value @f = —0.14x 103 s71 and—0.00x 103 s~1, respectively.

6.4 Conclusions

We showed that the newly created LCT database facilitatgstital studies of flows around solar fea-
tures in a straightforward manner. In this study, we corme¢edi on the flows in the vicinity of pores.

In total, 2863 pores contributed to the statistical analy$ie computed perimeters and areas describing
the morphology of pores, and we provided the radial averfmyestensity, velocity, divergence and vor-
ticity. We presented two pores as an example to illustratedtiia analysis strategy and the parameters
that can be used in a more detailed analysis. The study hasamdied its culmination. The complete
analysis and discussion has to be deferred to a future tiblic Nevertheless, here we present some
preliminary findings:

O Most of the pores have a small area. About 66% of the observegshave an area smaller than
5 Mm?, which is comparable to an area covered by just a few granutgsrestingly, smaller
pores tend to be more circular. This might be partially exygd by the tendency of pores to align
in chains and sometimes even ring-like structures. Thaifeatentification algorithm might not
always break up these elongated features.

O The intensity distribution has a very distinct shape, whiah be reproduced by using Gaussians
for dark and bright components inside the pore with a depgselen the heliocentric angé The
CLV of the dark component might not be as strong as the onerightofeatures (umbral dots and
faint light-bridges), if the CLV of G-band bright-point iaken as a guide.

O The frequency distributions of the divergence and the eitytiwithin pores were easily fitted
with a normal-distributions. The divergence is mainly rtagawithin pores strongly suggesting
inflows. The mean value of the vorticity is about zero, shaatime lack of twisted or spiralling
motions within pores.
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Pores can represent two stages in the evolution of sunspatisig the formation as an umbral core
without penumbra and following the decay again as an umimad where the penumbra had already
decayed. Since pores represent a transitory state, tigistdtanalysis of the flow fields related to pores
will allow us to improve our knowledge of how sunspots fornd alecay.
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Chapter 7

Conclusions

In the introduction of the thesis (Chafi), many aspects of flow fields on the solar surface were disduss
and several questions were raised. In the first part of thelgsions, we provide answers to these
guestions and present the major findings of this work.

Design Criteria for LCT Algorithms.  The LCT technique produces reliable results when a Gaussian
sampling window with a FWHM=1200 km is used for G-band images with a time cadence of 60 s,
and when the flow maps are averaged over an hour. The LCT spaabvfor various solar features are
in good agreement with previous studies. The newly devel@bgorithm is able to retrieve almost all
global properties of flow fields related to granulation. Heerethe results should be interpreted with a
proper understanding of the technique. When compared viftBOLD simulations of granulation, the
estimated flow speeds are almost a factor of three smallerttigaactual plasma flows and correspond
more closely to the plasma flows encountered in the deepeogbttere. However, irrespective of small
or large sampling windows, it is nearly impossible to retei¢he actual plasma motions because in any
case, the computed flow fields will be averaged over many $iedulting in smoothed flow maps. The
real challenge will be to conceptualize an inversion tegheito attain actual from estimated flow fields,
i.e., untangling the smoothing process and capturing theahplasma motions, which are strongest in
close proximity to the intergranular cell boundaries. N#waess, the LCT algorithm was able to match
the frequency distributions and the functional dependeftiee mean flow speed with the elapsed time,
thus establishing LCT as an effective method to estimattwatal proper motions (Chaptersand3).

Synergies between Horizontal Flow Fields and Other Data fro  m Ground and Space. The LCT
results can be easily complemented with data from variossuments, as shown in Chagt. where
Hinodedata were presented together with SDO and VTT observatldsimg the VTT Echelle spectra,
LOS velocities were computed. Continuum images and LOS etagrams provided the temporal evo-
lution of area and flux growth and decay raténodeSP data furnished the high-resolution magnetic
configuration of the region. This study serves as a perfeatngie of the cooperation between various
observing facilities. The synergy of multi-wavelength ebstions potentiates the scientific reach of
individual instruments. Phenomena can be observed inuadtmospheric layers, and knowledge about
plasma flows and magnetic fields in three dimensions faefita comprehensive description of physical
processes on the Sun.

Moving Magnetic Features in Decaying Sunspots. Studying flow fields of decaying sunspots,
we found that MMFs follow preferred paths, travel acrossghe from the sunspot border to the nearest
supergranular boundary and create a spoke-like struatoued the spot. The MMFs were visible around
the sunspot even after its penumbra had decayed. Most of MEdMvere type I, i.e., unipolar with
same polarity as the sunspot, which is in good agreement thvittresult ofYurchyshyn, Wang, and
Goode(2007) who found that 75% of MMFs streaming out from the sunspotdtgpe 1l (Chapt4).

Coherent Patch of Granulation as the Final Stage of Sunspot D ecay. Once the two spots of
active region NOAA 11126 had decayed on 2010 November 22idered by their photometric and
magnetic evolution, a patch of abnormal granulation restit that place, which was characterized by
low flow speeds, low divergence, and a coherent directionaifan. This kind of flow pattern differed
from the usual horizontal granular flow pattern. The patchltred granulation in flow maps could be
an indication magnetic flux dispersal and signifies the fitedes of sunspot decay (Chapt.
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Figure 7.1: Limb-darkening corrected HMI continuum imagéeff) and LOS magnetogramright) of active region
NOAA 11158, which were observed at 01:33 UT just before theebwof the X2.2 flare on 2012 February 15. The black
and white contour lines enclose strong (above/belai® G) positive and negative flux concentrations, respdgtivdtrong
polarity inversion lines exist in regions where the conttines overlap. The color-coded contour lines indicate &kyrof
white-light flare emission at different times. The axes at®led in heliographic coordinates (Fig. Beauregard, Verma, and
Denker 2012.

Shear Flows and the Role of Flares in Sunspot Decay. In the decaying satellite sunspot residing
in active region NOAA 10930, shear flows played an importatd n its evolution. The spiral motions
along non-radial penumbral filaments pointed to the existasf twisted magnetic fields. The satellite
sunspot underwent shear motions until a rudimentary peraumias established. We also observed rapid
penumbral decay near the central umbral core after C6.], flamever, it was highly localized and not
widespread. The overall spot decay was slow, and the detes/weere in good agreement with previous
studies. From the decorrelation time maps, we noticed ligafitatures with longer lifetimes in intensity
images did not correspond to long-lived features in flow mape long-lived flow features were related
to the slowly decaying penumbra. During the 16 hours of oladiems, the magnetic flux topology of
the decaying satellite spot was altered and simplified, whias followed by a M2.0 flare. This points
to the less explored possibility of flux submergence or reahas the origin of flares (Chapj.

Prospects and Future Research Directions

In this thesis, we presented an extensive investigatiorCaf techniques and their application to sunspot
observations. However, this work could be considered ateth@nus a quo for further scientific studies.
Some of the future projects are listed below.

Application of LCT to SDO Data.  The launch of SDO in 2010 enabled uninterrupted accesslto ful
disk images of the Sun in various wavelengths. This providesopportunity to follow the evolution of
active regions during their disk-passage. However, the famgount of data generated by space missions
such as SDO requires data analysis techniques which aableelind tested for bulk-processing. In
Beauregard, Verma, and Denl@012), we presented a case study related to the horizontal flodsfiel
around active region NOAA 11158, which was source of the firstass flare of solar cycle 24 (Fig.1).

For that study, the LCT algorithm was adapted to HMI contmumages. With the application of our
LCT algorithm, we were able to even capture weak photosplstrear flows (a few 100 nT$) along
the polarity inversion line (see Fig.2). This one case study showed already that our algorithmdcoul
be easily extended to perform the real-time analysis ofqapidteric shear flows around active regions.
Shear flows contribute to the energy buildup and increaslkiiidnood of magnetic reconnection leading
up to solar flares. Following the time evolution of photogphenotions along magnetic neutral lines in
continuum images and magnetograms will be a valuable aidedigting flare-prone active regions,
which is one of the important tasks of space weather forigasCurrently, space weather forecasting
is limited to data of high energy proton and X-ray flux as wellreal-time images and magnetograms.
The value-added LCT data products will surely augment theadly available tools for space weather
forecasting.
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Figure 7.2: The ROI depicting the central region of active region NOAALE& where the X2.2 flare occurred on 2012 Febru-
ary 15. The left column shows a continuum imatmEp) and a magnetogranb@tton) at the peak of the flare (01:58 UT). The
middle column contains difference maps (1-hour post- mpresflare phase, i.e., 02:18-03:18 UT and 00:33-01:33 UThef
continuum intensitytop) and LOS magnetic flux densitypdtton), respectively. These maps were smoothed with a Gaussian
kernel FWHM= 4.0 Mm to emphasize regions of flare-induced changes in theoppbere. Superposed on all these maps are
white-light flare kernels, which are depicted in the same a&jn Fig.7.1 Finally, the right column compares the horizontal
flow speeds beforedp) and after botton) the flare, respectively. The white circle encompassescaleir area of enhanced
flow speed, which appeared after the flare. Orange arrowsatadtthe direction of the horizontal proper motions. Theaade

in all panels refers to the flaring polarity inversion lina.the left and middle column are the data which are directtessible,
whereas the flow fields shown in the right column are the valided product of LCT application (Fig. 4iieauregard, Verma,
and Denker2012).

Horizontal Proper Motions at High-Spatial Resolution. The future prospects of high-resolution
solar physics are very promisin§olar Orbiter (SO, Marsden and Flegk007) is one of the key Euro-
pean space missions of this decade. On the ground, a netarohigh-resolution solar observations is
on the horizon with the GREGOR solar telescopeifkeret al, 2012 Schmidtet al, 2012 on Tenerife,
the New Solar Telescop@NST, Caoet al, 2010 at Big Bear Solar Observatory in California, the U.S.
Advanced Technology Solar Telescqp&ST, Rimmeleet al, 2010 on Hawaii, theEuropean Solar
TelescopdEST, Collados 2009 on the Canary Islands, and tNational Large Solar TelescogdILST,
Hasaret al,, 20109 in India. Almost evenly spread in longitude, these telessocould track solar activ-
ity in all its intricate detail without being limited by Edrs day-and-night cycle. The resolution attained
by solar observations will soon be comparable or even hitifeer the currently available resolution of
sunspot simulationsRempelet al,, 2009 Rempe) 2011). For example, GREGOR with a mirror of
D = 1.5 m (the Rayleigh criterion is.22- A /D at A500 nm) will be delivering images with a resolution
of 50 km atA = 500 nm, and features smaller than 20 km can be resolved in AT@ges D =4 m)
which is half the resolution of sunspot simulation preseériteRempel(2011). As mentioned in the
Chapt.1.1.4 the flows in and around sunspots are mainly related to finetstres, which necessitate
data with high-spatial and temporal resolution. The godlilvé to adapt the LCT algorithm developed
during the doctoral thesis to meticulously follow horizainproper motions in high-spatial resolution
data. Careful monitoring of the flow fields in and around soitsvill provide critical conditions for the
formation and decay of penumbrae. Finding the exact pasmédr these transitions will also furnish
important boundary conditions for sunspot and penumbraetsod

Evaluating LCT Based on Sunspot Simulations.  In the past few years, MHD models have emerged
to produce realistic simulations of sunspots and activensg(e.g.Rempelet al, 2009 Cheunget al,,
2010. We have already evaluated our LCT algorithm based on sitionls of granulation (Chag). The
future emphasis will be to quantify the flows in sunspots,cliiiange from the moat flow to the com-
plex penumbrae with specific characteristics such as thimdislivergence line in the mid-penumbra.
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Figure 7.3: Broad-band speckle-restored imagel @66 nm a major sunspot in active region NOAA 11520 observeg0dr2
July 14. The data were taken with tBeoad-band ImagefBBI, von der Luheet al, 2012 of the GREGOR solar telescope
(Denkeret al, 2012, Schmidtet al, 2012. The FOV is 110 x 67", and the image scale is 0.028gixel 1. The sunspot was
approaching west limb. Many fine structures are clearlyblésin the complex penumbra (overlapping filaments, filanant
almost 90 to each other, and filaments protruding into the umbra) aadidhly structured umbra (many umbral dots and faint
light-bridges). This kind of high-resolution data is remai to study sunspots in fine details to finally understandritreate
flows of the penumbra.The image is courtesy of Dr. Oskar voriidke.

However, MHD simulations are limited to simple sunspotanptex sunspots (for example the one in
Fig. 7.3 might still be beyond the reach of current MHD models.

Statistical Studies Related to the Moat Flow. The most valuable outcome of this thesis is the
database of LCT flow maps containing more than 200 days ofatataaround 200 sunspots at various
evolutionary stages. The database consists of alreadyutechflow vectors. Hence, making it easy to
carry out a statistical study of the moat flovizenget al. (20115 studied the horizontal proper motions
in the vicinity of nine regular sunspots. However, most @ snspots reside in active regions exhibiting
very complex magnetic topology like the sunspot shown in Fig Only with a statistically significant
sample one can address question such as: Is the moat flow midemtein newly formed, mature, or
decaying sunspots? How is this related to the presencefdsd a penumbra? What is the typical flow
speed in the moat and does it change with distance from trspetih Are there external factors such as
flux emergence that hinder setting up a moat flow around a stthgdmost 200 flow maps will enable
us to compile statistically meaningful results, which adeguate to answer these questions.

Lifetime of Supergranular Boundaries. ~ While creating the flow field database, we encountered a
22-hour-long time-series ¢linoddSOT LOS magnetograms and C&l, G-band, and blue continuum
images observed on 2007 August 30—-31. The dataset is idmatlyd for computing the lifetime of
meso- and supergranular cells, which live significantlygkmthan granules. The NFI magnetograms
would facilitate a comparison with optical flow techniqueedfically adapted to magnetic elements
and flux concentrations. We will use the decorrelation tieehhique introduced by/elschet al. (2012
and extended iivermaet al. (2012 to measure the decorrelation times of long-lived convediatures
in intensity, flow speed, and magnetic field maps.

This thesis was aimed at a better understanding of the chamfew fields in the vicinity of sunspots
during their growth and decay. We carefully evaluated anahtjfied the LCT algorithm. Two case
studies related to flows in a decaying sunspots were cartieddme focusing on the quiet disintegration
of two spots, which evolved differently, and another désng a decaying sunspot in a more complex and
flare-prolific active region. These case studies will sodmaate in statistical studies related to flows
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Figure 7.4: Word cloud created onlifeshowing a graphical representation of the word frequentfidrdoctoral thesis.

surrounding sunspots and pores. The outcome of this thifsie@d new information and confirmed some
previously established facts, providing new insight ifte tomplicated relation between solar magnetic
and flow fields. The prospect of database-oriented researdhiswery promising and will help to know
the Sun better. In Figl.4, a word cloud is presented as the visual summary of the thEsesword cloud

is an image, which compiles a frequency-weighted list ofd@yls that appeared in the doctoral thesis.
The frequency of the keywords relates directly to the foré siUsually word clouds are used to make
reader quickly aware of the prominent terms in the text orutmmarize the contents of web pages or
web blogs. The many figures and graphical representatiahdsithesis certainly support the notion that
“a picture is worth more than a thousand words” but beforeckating the thesis, we turn this saying
around by summarizing the thesis in a picture of just overviofils.

Swww.tagxedo.com
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Appendix A — Abstracts

Articles
Properties of a Decaying Sunspot

Balthasar, H., Beck, C., Gomory, P., Muglach, K., Pusahma.G., Shimizu, T., Verma, M.: 2013,
Cent. Eur. Astrophys. Bull., in presspi3arxivi301.1562B

A small decaying sunspot was observed with the Vacuum Towkys€ope (VTT) on Tenerife and the
Japanese Hinode satellite. We obtained full Stokes scasgvearal wavelengths covering different
heights in the solar atmosphere. Imaging time series fronot and the Solar Dynamics Observa-
tory (SDO) complete our data sets. The spot is surroundedrbgat flow, which persists also on that
side of the spot where the penumbra already had disappe@lask to the spot, we find a chromospheric
location with downflows of more than 10 kntswithout photospheric counterpart. The height depen-
dence of the vertical component of the magnetic field streigtietermined in two different ways that
yielded different results in previous investigations. I$adifference still exists in our present data, but
it is not as pronounced as in the past.

Posters
Statistical Characteristics of Horizontal Proper Motions in the Vicinity of Pores

Verma, M., Denker, C.: 2012, Solar and Astrophysical Dynsrand Magnetic Activity, A.G. Koso-
vichev, E.M. de Gouveia Dal Pino & Y.Yan (eds.), Proc. I1AU SynR94, in press,2012arXiv1210.5145V.

Movement and coalescence of magnetic elements could axpkievolution and growth of pores. There
have been numerous studies focusing on flow fields in and driowlividual pores. We have undertaken
a systematic study of the statistical properties of suchdldvata of the Hinode Solar Optical Telescope
offer an opportunity for this type of research, because@ftitiform data quality and absence of seeing so
that pores can directly be compared in different envirortsiand at various stages of their evolution. We
analyzed about 220 time-series of G-band images using ¢tacedlation tracking. The thus computed
flow maps make up a database, which covers various scenes soléh surface. We use an isolated pore
to illustrate the statistical parameters collected fottfer statistical analysis, which include information
about morphology, horizontal flows, evolutionary stageufyg mature, or decaying), complexity of the
surrounding magnetic field, and proximity to sunspots osteluof G-band bright points.

Flow Fields in the Vicinity of Decaying Sunspots and Pores

Verma, M., Denker, C.: 2012, Hinode-6 meeting©nt with the Old (Cycle) ... and in with the New
University of St. Andrews, Scotland, 14-17 August 2012.

Generation and dissipation of magnetic fields is a fundaah@htysical process on the Sun. Coalescence
and movement of magnetic elements could explain growth aadydof Sunspots. There have been
numerous studies focusing on flux emergence and the initiges of sunspot formation. However, the
demise of sunspots still lacks a comprehensive descriptida are interested in changes of flows and
magnetic fields, which are related to the decay of sunspotsdéVeloped a Local Correlation Tracking
(LCT) algorithm for Hinode G-band images to follow horizahproper motions in and around sunspots.
In the time period from 2006-2009, we found more than 200 ddyG-band images with a suitable
cadence, so that more than 500 individual flow maps could bguated. The thus computed flow maps
make up a database, which covers various scenes on solacesuvfle present two case studies focusing
on the decay of sunspots: (1) Flux submergence and slow gealicecay within a satellite sunspot
of active region NOAA 10930 led to a significant restructgriof the magnetic field topology and a
subsequent M2.0 flare. (2) Comparing two pores with diffehéstories and backgrounds - an isolated
pore in the active chromospheric network and a residual, perethe end product of a decaying sunspot
- we found noticeable differences in various physical gitiastrelated to the flow fields.
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Horizontal Flow Fields Observed in  Hinode/SOT G-Band Images

Verma, M., Denker, C.: 2010, Hinode-4 meeting dnsolved Problems and Recent InsigiRalermo,
Italy, 11-15 October 2010.

The data volume of Hinode has become so large that it is pedistimpossible for a single researcher
to inspect each individual image. We analyzed about onebyegaf G-band images to study horizontal
proper motions using Local Correlation Tracking (LCT) teicjues. A package of IDL programs was
developed for this task, which performs all the steps froeppcessing, over computing the horizontal
flow fields, to publishing the results on web pages. Only amimn of user interaction is needed, and
only if unforeseen data problems arise. These LCT data acmplete sample of G-band time-series
with a cadence shorter than 100 s and a duration of at leadtaunre All derived data products will be
made available as a small data project within the scope dbdrenan Astrophysical Virtual Observatory
(GAVO). We describe the data products, which will be acd#ssin the VO. In addition, we present a
case study focusing on the flow field of an isolated pore arichitsediate surroundings.

Observations of On-Disk Type | and Il Spicules

Deng, N., Denker, C., Verma, M., Shimizu, T., Liu, C., Wang; B011, 42 SPD meeting in 2011 June
12-16, 2011SPD....42.1737D.

A coordinated observing campaign was carried out durind@20dvember 16-30 using German Vacuum
Tower Telescope (VTT) and Hinode to investigate propemiesmall-scale spicules on the solar disk.
The high-spectral resolution Echelle spectrograph at thé ¥nh Tenerife acquired spectra of the chro-
mospheric Hr (656.28 nm) and photospheric F656.92 nm) lines in a region centered on a small pore.
Hinode mission provides high-cadence vector magnetogr@atend and Ca H images, EUV Imaging
Spectrometer (EIS) and X-Ray Telescope (XRT) observatidtise same region. We present statistical
properties of spicules (type | and I1), such as spectraladiaristics, velocities, spatial distribution and
temporal evolution, paying particular attention to typsplcules or chromospheric jets. We investigate
the photospheric magnetic structure, flow field and theifugian attempting to find the origin of chro-
mospheric jets. The vertical extent of identified chromesjhjets in the transition region and corona
will be studied using EIS and XRT observations in conjunttidth SDO observations.
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Appendix B — List of Acronyms

3D

AIP
AMV
ASD
ATST
AVHRR
AVI

BBI
BFI

CCD
CLv
CME
CmvV
CzZCs

DAAD
DAVE

EIS
EST
EUV

FFT
FITS
FOV
FPP
FT
FWHM

GAVO
GOES

HMI
HOP
HTML

IDL
A

ISAS
ISRO

JAXA

KSC

LCT
LOS

Three-Dimensional

Leibniz-Institut fur Astrophysik Potsdam
Astmospheric Motion Vector

Atmospheric Science Division

Advanced Technology Solar Telescope
Advance Very High Resolution Radiometer
Audio Video Interleave

Broad-Band Imager
Broad-Band Filter Imager

Charge-Coupled Device
Center-to-Limb-Variation
Coronal Mass Ejection
Cloud Motion Winds

Coastal Zone Color Scanner

Deutscher Akademischer Austausch Dienst
Differential Affine Velocity Estimator

EUV Imaging Spectrometer
European Solar Telescope
Extrem Ultra-Violet

Fast Fourier Transform

Flexible Image Transport System
Field-of-View

Focal Plane Package

Feature Tracking
Full-width-at-Half-Maximum

German Astrophysical Virtual Observatory
Geostationary Operational Environmental Satellites

Helioseismic and Magnetic Imager
Hinode Observing Plan
Hyper Text Markup Language

Interrogation Area

Interactive Data Language

Indian Institute of Astrophysics

Infrared

Institute of Space and Astronautical Science
Indian Space Research Organization

Japanese Aerospace Exploration Agency
Kennedy Space Center

Local Correlation Tracking
Line-of-Sight
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MCC
MDI

MHD
MMF
MOG

NAOJ
NASA
NAVE
NFI
NGDC
NLST
NOAA
NSC
NST
NWP
OTA

PIV
PMU
PNG

ROI

SAC
SDO
SIR
SoHO
SO
SOT
SOUP
SP
SSW
STFC
SVST

UBF
UK
URL
us

VTT

WwWwW

XRT

Maximum Cross-Correlation
Michelson Doppler Imager
Magnetohydrodynamics

Moving Magnetic Feature

Meterology and Oceanography Group

National Astronomical Observatory of Japan
National Aeronautics and Space Administration
Non-Linear Affine Velocity Estimator
Narrow-Band Filter Imager

National Geophysical Data Center

National Large Solar Telescope

National Oceanic and Atmospheric Administration
Norwegian Space Centre

New Solar Telescope

Numerical Weather Prediction

Optical Telescope Assembly

Particle Image Velocimetry
Polarization Modulation Unit
Portable Network Graphics

Region-of-Interest

Space Application Center

Solar Dynamics Observatory

Stokes Inversion based on Response function
Solar and Heliospheric Observatory

Solar Orbiter

Solar Optical Telescope

Solar Optical Universal Polarimeter
SpectroPolarimeter

SolarSoft

Science and Technology Facilities Council
Swedish Vacuum Solar Telescope

Universal Birefringent Filter
United Kingdom

Uniform Resource Locater
United States

Vacuum Tower Telescope

Water Vapor
World Wide Web

X-Ray Telescope
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