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Zusammenfassung

Das zentrale Gas in der Hälfte aller Galaxienhaufen weist kurze Kühlzeiten auf. Dies sollte zu hohen
Sternentstehungs- und Massenkühlungsraten führen. Bei ungehinderter Kühlung würden jedoch
viel mehr Sterne entstehen als beobachtet. Stattdessen wird vermutet, dass das kondensierende Gas
durch das zentrale Schwarze Loch akkretiert wird, das einen aktiven Galaxienkerne antreibt, der den
Haufen heizt. Der genaue Heizmechanismus ist noch unklar. Ein vielversprechender Mechanismus
geht von Protonen der kosmischen Strahlung aus, die an selbst erzeugten magnetischen Fluktuatio-
nen, d.h. Alfvénwellen, streuen. Die kontinuierliche Dämpfung der Alfvénwellen heizt das Gas.

Für eine große Anzahl von Galaxienhaufen wurden stationäre Lösungen gefunden, bei denen
Kühlen durch Alfvénwellenheizen ausgeglichen wird. Um die Modellierungsannahmen zu über-
prüfen, untersuchen wir die CR-Injektion in magnetohydrodynamischen 3D-Simulationen von Jets
in einem idealisierten Cluster mit dem Code arepo. Wir simulieren die Entstehung und Entwick-
lung von Gasblasen durch energetische Ausflüsse in einer turbulenten, magnetische Atmosphäre.
Darüberhinaus ist die Dynamik des Jets und das Heizen eng verknüpft mit der soweit unklaren
Zusammensetzung des Jets. Die Wechselwirkung von Elektronen mit dem kosmischen Mikrowellen-
hintergrund führt zu beobachtbaren Signaturen, die vom Inhalt der Blasen abhängen. Diese jüngsten
Beobachtungen lieferten Beweise für unterdichte Blasen mit einer relativistischen Füllung, wobei
vereinfachende Modellannahmen für die Blasen angenommen wurden. Indem wir die Beobachtun-
gen mit unseren Simulationen reproduzieren, bestätigen wir die Gültigkeit ihrer Modellannahmen
und damit die wichtige Erkenntnis, dass Jets eine niedrige (Impuls-)Dichte haben.

Außerdem haben die Geschwindigkeits- und Magnetfeldstruktur der Haufenatmosphäre tief-
greifende Auswirkungen auf die Blasenentwicklung und Heizprozesse. Da Geschwindigkeits- und
Magnetfelder physikalisch gekoppelt sind, zeigen wir, dass numerische Simulationen dazu beitragen
können, die jeweiligen Beobachtungsdaten in direkte Verbindung zu setzen, um sie dadurch besser
abschätzen zu können. Schließlich implementieren wir das derzeit bevorzugte Akkretionsmodell,
cold accretion, in arepo und untersuchen die Rückkopplung durch leichte Jets in einem explizit küh-
lenden magnetisierten Haufen. Während die Selbstregulierung unabhängig vom Akkretionsmodell,
der Jetdichte und der Jeteffizienz erreicht wird, ist die Morphologie des kalten Gases bei Simulatio-
nen mit leichten Jets Beobachtungen am ähnlichsten.



Summary

The central gas in half of all galaxy clusters shows short cooling times. Assuming unimpeded cool-
ing, this should lead to high star formation and mass cooling rates, which are not observed. Instead,
it is believed that condensing gas is accreted by the central black hole that powers an active galactic
nuclei jet, which heats the cluster. The detailed heating mechanism remains uncertain. A promis-
ing mechanism invokes cosmic ray protons that scatter on self-generated magnetic fluctuations, i.e.
Alfvén waves. Continuous damping of Alfvén waves provides heat to the intracluster medium.

Previous work has found steady state solutions for a large sample of clusters where cooling is
balanced by Alfvénic wave heating. To verify modeling assumptions, we set out to study cosmic ray
injection in three-dimensional magnetohydrodynamical simulations of jet feedback in an idealized
cluster with the moving-mesh code arepo. We analyze the interaction of jet-inflated bubbles with
the turbulent magnetized intracluster medium. Furthermore, jet dynamics and heating are closely
linked to the largely unconstrained jet composition. Interactions of electrons with photons of the
cosmic microwave background result in observational signatures that depend on the bubble content.
Those recent observations provided evidence for underdense bubbles with a relativistic filling while
adopting simplifying modeling assumptions for the bubbles. By reproducing the observations with
our simulations, we confirm the validity of their modeling assumptions and as such, confirm the
important finding of low-(momentum) density jets.

In addition, the velocity and magnetic field structure of the intracluster medium have profound
consequences for bubble evolution and heating processes. As velocity and magnetic fields are physi-
cally coupled, we demonstrate that numerical simulations can help link and thereby constrain their
respective observables. Finally, we implement the currently preferred accretion model, cold accretion,
into the moving-mesh code arepo and study feedback by light jets in a radiatively cooling magne-
tized cluster. While self-regulation is attained independently of accretion model, jet density and
feedback efficiencies, we find that in order to reproduce observed cold gas morphology light jets are
preferred.
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Introduction 1
Galaxy clusters are the largest virialized structures in the universe. Their outskirts are currently
still in the process of forming and they accrete matter from the cosmic web. The total mass of galaxy
clusters is dominated by dark matter, which makes up 85% of their total mass. In the optical, clusters
appear as mostly empty space on scales ∼ 3Mpc populated with up to ∼ 103 galaxies making up a
mere 2% of the cluster mass. However, vast amounts of gas are revealed by the observer through
an X-ray telescope. This gas is smoothly filling intergalactic space. It makes up the remaining 13%
of mass and is termed the intracluster medium (ICM). Due to the vast depth of the potential well
of a cluster, the gas emits at X-ray energies via thermal bremsstrahlung and metal line cooling. For
roughly half of all observed clusters it would take only ∼ 1Gyr to radiate away energy equivalent to
all thermal energy within their center (r ≲ 10 − 50kpc for a typical Perseus-like cluster). Therefore
this subclass is termed cool-core (CC) clusters. Cooling gas would condense and move to the center
so that thermal pressure decreases and causes more material to flow inwards, i.e. the formation
of a cooling flow (Fabian, 1994). Consequently, one would expect uninhibited mass cooling rates of
∼ 1,000M⊙. However, observed cold gas and star formation rates are orders of magnitude below this
value. Moreover, strong line emission expected as the gas cools below 0.7 keV from FeXVII is not
observed (Peterson et al., 2001; Tamura et al., 2001). The end product of cooling in the form of star
formation and molecular gas can be observed but generally contains much less mass than expected
(McNamara and Nulsen, 2012). The failure to find a large reservoir of cold gas, lead people to look
into the possibility of gas heating.

Early X-ray images of the center of the Perseus and Cygnus A clusters revealed cavities near the
central radio source (Böhringer et al., 1993; Carilli et al., 1994). These cavities (or bubbles) correspond
to gas injected by a jet originating from an active galactic nuclei (AGN) that is powered by accretion
onto a supermassive black hole (SMBH). The detailed composition of these bubbles remains un-
known. To make them appear as cavities, one requires gas with temperatures above the observed
X-ray band (∼ 10keV) or a non-thermal component made up of magnetic fields and/or cosmic rays
(CRs). Due to buoyancy hot, under-dense bubbles rise buoyantly in cluster atmospheres. The total
enthalpy, i.e. the pV work plus the internal energy that provides pressure supporting the cavities can
be readily computed from X-ray measurements of the ICM thermal pressure and the cavity volume.
The mechanical power of a bubble can then be approximated by dividing the enthalpy by the bub-
ble age, which is usually approximated by the bubble rise time. A correlation between mechanical
power and X-ray cooling luminosity is observed for systems ranging from giant ellipticals to galaxy
clusters (e.g. Bîrzan et al., 2008), where mechanical power exceeds cooling power in almost all cases.
Consequently, jets could provide sufficient energy to limit cooling to observed levels. In addition,
this correlation implies that there seems to be a tight loop regulating feedback. The cluster cools
and gas flows onto the accretion disk of the central supermassive black hole (SMBH). When the in-
wards moving gas reaches the black hole a jet is launched, that heats the ICM. The ICM will in turn
eventually start cooling again and initiate the next cycle of feedback.

However, the detailed heating mechanism remains unknown. Proposed mechanisms include
jet-induced weak shocks (David et al., 2001), mixing of hot bubble material with the ICM (Yang
and Reynolds, 2016), sound waves (Fabian et al., 2003), gravity waves (Reynolds et al., 2015) and
decaying turbulence (Zhuravleva et al., 2014). In addition, there may be a large population of CR
protons accelerated in internal shocks that could stream out of the bubble and transfer thermal
energy via the streaming instability (Loewenstein et al., 1991). The streaming instability leads CRs

11



12 CHAPTER 1. INTRODUCTION

to scatter on self-generated Alfvén waves that limits their bulk velocity to the Alfvén velocity. The
waves are damped by plasma instabilities, which leads to a net transfer of energy from CRs to the
ICM, i.e. the CRs heat the ICM. Jacob and Pfrommer (2017a) construct a steady-state model where
CR heating balances ratiative cooling. They find solutions in all their tested 39 CC clusters that match
the observed temperature and density profiles. Building on these promising results, we wanted to
loosen the strict constrains imposed by the model and focus on the details of CR injection for our
first project in Chapter 3. Here, we study the injection of cosmic rays from jet-inflated bubbles in a
turbulent magnetized Perseus-like cluster atmosphere in three-dimensional magnetohydrodynamic
(MHD) simulations with the moving-mesh code arepo.

Identifying the heating mechanism depends crucially on the unknown bubble content. Free elec-
trons in the ICM may Compton up-scatter cosmic microwave background (CMB) photons, which
impacts the observed CMB photon flux density. This effect is termed the Sunyaev-Zel’dovich (SZ)
signal. Photons are redistributed from part of the spectrum below the so called crossover frequency
above this frequency. However, relativistic bubble electrons that are much hotter than the bulk ICM
modulate the spectrum less effectively, which makes observations of the CMB sensitive to the exact
electron filling. This effect has been observed for bubbles in MS 0735.6+7421 (Abdulla et al., 2019).
We test modeling assumptions and constrain the expected signal from the kinetic SZ effect in Chap-
ter 4. The latter may help to break the inherent degeneracy of jet inclination angle and bubble age,
which is a potential source of uncertainties for bubble composition measurements.

Many details of AGN feedback in clusters depend on the velocity and magnetic field in the ICM.
The velocity structure of the ICM can directly be estimated from high resolution X-ray spectra (Hit-
omi Collaboration, 2016). Magnetic field structure and strength can be constrained from radio polar-
ization measurements. Specifically, the interaction of linearly polarized synchrotron emission from
a background AGN with the ICM leads to a rotation of the wave polarization plane, i.e. Faraday ro-
tation. The wave length dependent difference in polarization angle, the Faraday rotation measure, is
proportional to the magnetic field strength along the line-of-sight. Therefore, observations of Fara-
day rotation measure are a powerful tool to estimate the magnetic field strength on small areas of
the sky. We expand on the inherent link between velocity and magnetic fields in clusters and suggest
that challenging observations of them should be treated as complementary to each other for gaining
deeper insights into the state of the ICM in Chapter 5.

With the advent of ALMA (Atacama Large Millimeter/submillimeter Array), detailed observa-
tions of cold molecular carbon oxygen (CO) filaments and their kinematics in the core of clusters
became available (Russell et al., 2019). These and observations of Hα filaments enable us to gain
more insight into the details of cooling and accretion onto the SMBH (Olivares et al., 2019). Widely
employed classical Bondi accretion assumes a smooth, spherically symmetric, non-rotating gas dis-
tribution whereas cluster centers appear to harbor clumpy multiphase gas. It is now believed that
thermally unstable gas condenses out of the ICM and gets accreted onto the SMBH via chaotic cold
accretion (Sharma et al., 2012; Gaspari et al., 2013). In Chapter 6, we therefore study self-regulated
AGN feedback in a Perseus-like cluster with chaotic cold accretion. Furthermore, we study trends
of observational signatures like cold filament morphology for varying jet densities, accretion models
and accretion parameters.

The outline of this thesis is as follows. An introduction to the observational windows of ICM
physics in galaxy clusters is given in Section 2.1. In Section 2.2, we expand on the cluster properties
leading to the current understanding of the cooling flow problem, the present magnetic and velocity
fields and cosmic rays in cluster. We then turn to details of AGN jet physics in CC clusters in Section
2.3 and their fueling process via accretion in Section 2.4. Numerical methods employed throughout
the thesis implemented in the moving-mesh MHD code arepo are discussed in Section 2.5. Publica-
tions alluded to above follow in Chapters 3, 4, 5 and 6. We conclude this thesis in Chapter 7 with a
discussion of our work and an outlook for future work.



AGN feedback in cool core clusters 2
This chapter introduces the reader to CC clusters and the cooling flow problem. In addition, it
provides a background of AGN jets and black hole accretion in the paradigm of AGN feedback.
Finally, we discuss main features of the simulation techniques employed throughout the thesis.

2.1 Observational windows to clusters

Information on the thermodynamic properties of the ICM can be gained from X-ray and SZ obser-
vations, which are discussed in Section 2.1.1 and 2.1.2, respectively. In Section 2.1.3, we turn to the
non-thermal component of the ICM, i.e. magnetic fields and cosmic rays, and how radio observations
help us reveal their characteristics.

2.1.1 X-ray

While stars in galaxies are visible in the optical, the gas contained in the deep potential well of a clus-
ter is discernible in X-rays (see Figure 2.1). The ICM is almost fully ionized and therefore harbors
a plasma of electrons, protons, and heavier ions. The deflection of an electron due to electrostatic
interaction with a proton leads to the emission of a bremsstrahlung photon and is observable as a
flat spectrum with an exponential decline at X-ray frequencies. The thermal bremsstrahlung emis-
sivity (due to a thermal electron population) scales with observed photon frequency ν and electron
temperature Te as

jX(ν,T ) ∝ g(ν,T )neni

√
kBTee

−hν/kBTe , (2.1)

where g(ν,T ) is the quantum mechanical Gaunt correction factor, ne is the electron number density
and ni is the ion number density. In addition to hydrogen and helium the ICM contains small traces of
highly ionized heavy metals. Interactions of free electrons with the ions may excite bound electrons
to higher energy levels. During de-excitation a photon is emitted with energy corresponding to the
difference in energy of the two levels. These are detectable as metal emission lines at characteristic
energies in the spectrum.

As bremsstrahlung is a two body process, we define the emission measure via EM =
∫
nenidV,1

which resembles the bremsstrahlung luminosity, when we neglect the (weak) temperature depen-
dence, which can in practice be approximately realized by choosing an appropriate frequency band.
Assuming a smooth gas distribution and making additional assumptions of the emitting volume, a
radial density profile can be computed. Typical densities are in the range n ≈ (10−4...10−3)cm−3. As
can be seen from Equation 2.1, the emission will decrease exponentially for energies hν larger than
kBTe. Thus, the observed shape of the continuum allows for the computation of the temperature. In
addition, the relative intensity of emission lines is sensitive to temperature. Observed temperatures
in clusters are of order T ≈ (107...108)K.

2.1.2 Sunyaev-Zel’dovich effect

The universe is filled with black body ration at 2.725K termed cosmic microwave background (CMB).
It formed when hydrogen recombined at redshift z ≈ 1100. Remnant thermal radiation from the Big

1where V is the emitting volume of the source
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Figure 2.1: Chandra X-ray (left) and optical (right) observation of the center of the Perseus cluster (adopted from Fabian
et al. (2011b)). The images are 11.8arcmin ≈ 260kpc from north to south. Optical observation from Blackbird Observatory.
AGN bubbles are visible as X-ray cavities. The central galaxy NGC 1275 shows pronounced Hα emission.

Bang stopped scattering on free electrons as hydrogen recombined (via 2-photon recombination) and
the universe therefore became transparent to the CMB. However, expansion of the universe causes
the temperature to decrease. In clusters “hot” ICM electrons can transfer some of their energy onto
“cold” CMB photons via inverse Compton (IC) scattering. Assuming that the cluster is at rest with
respect to the CMB rest frame, this leads to a distortion of the CMB spectrum, i.e. reducing the
signal below ν0 ≈ 217GHz and increasing the signal above ν0. Below ν0 clusters will appear as
holes in CMB sky, above ν0 they show as bright spots, which makes observations of the so called
Sunyaev-Zel’dovich (SZ) a powerful tool in finding and characterizing clusters.

To compute the amplitude of the SZ effect, we integrate the typical energy gained by a photon in
a Compton interaction (kBTe/mec

2) with the differential cross section of the interaction, dτ = neσTdl,
where σT is the Thompson cross section, over the length of the photon path length though the cluster
D, i.e.

y =
∫ D

0

kBTe

mec2neσTdl ≈ 7× 10−5
( Te

6keV

)( ne

10−3 cm−3

)( D

3Mpc

)
, (2.2)

where we assumed characteristic temperate and density values typical for massive clusters (and
which are averaged along the line-of-sight through the cluster centre). The amplitude in SZ emission
corresponds to an integral of the electron pressure Pe = kBTene along the line-of-sight. This in com-
bination with density profiles obtained from X-ray measurements represents an alternative method
to measure cluster temperatures.

2.1.3 Radio

Synchrotron radiation

Relativistic electrons with energy ϵ = γmec
2 gyrating around a magnetic field produce synchrotron

radiation. Emission is concentrated into a forward cone with half angle ≃ γ−1. Most astrophysical
sources are optically thin at radio synchrotron frequencies, the spectrum of the emission is then
given by a superposition of the radiation from single electrons. Usually the CR population in the
ICM is described by a power law energy distribution

n(ϵ)dϵ = ϵ−pdϵ, (2.3)
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where p is the power law index. It is related to the radio spectral index2 α via

p = 1− 2α, (2.4)

where diffusive radio emission in clusters usually shows steep spectra with α ≲ −1. The resulting
radio spectrum depends on the physics of the acceleration mechanism and the electron synchrotron
and IC energy losses. An estimate of the characteristic lifetime tage of synchrotron emitting electrons
(γ = 104, GeV energy) can therefore be estimated as (e.g., Miley, 1980)

tage ≈ 3.2× 1010 B1/2

B2 +B2
CMB

[(1 + z)ν]−1/2 , (2.5)

where B is the magnetic fields strength, z is the source redshift, BCMB the equivalent magnetic field
strength of the CMB (BCMB = 3.25(1 + z)2µG) and ν is the observing frequency in MHz. Magnetic
field strengths are given in µG. The corresponding lifetime in a galaxy cluster with B > 2µG is
approximately tage ≲ 200Myr for emission at frequency ν = 200MHz. Typical gas bulk velocities of
v ≲ 300kms−1 could transport CRs to scales of v · tage ≲ 100kpc.

Radio emission in clusters

Clusters often host numerous AGN jets that emit radio synchrotron emission, i.e. radio galaxies.
Their sizes range from a few kpc (Capetti et al., 2020) up to Mpc (Cantwell et al., 2020) scales ex-
tending well beyond their host galaxy. Jets located in the outskirts of clusters show morphologies
reminiscent of their strong ram-pressure interaction with the ICM classified as wide-angle, narrow
angle or head-tail radio sources (for recent examples see Gendron-Marsolais et al., 2020; O’Neill
et al., 2019; Botteon et al., 2021, respectively). However, central radio galaxies in CC clusters are less
disturbed. Here, radio emission can be observed filling X-ray cavities.

In addition, clusters may show diffuse radio emission not directly related to radio galaxies (Fer-
etti et al., 2012). Synchrotron emission from GeV electrons interacting with µG magnetic fields are
observed in the form of (1) centrally located diffuse sources in merging clusters (radio halos), (2)
smaller sized radio halos in CC clusters (radio mini halos), (3) highly polarized extended sources in
cluster outskirts (radio relics), (4) AGN fossil plasma that is reignited by merger driven compression
(radio phoenix) and (5) fossil radio plasma that is passively evolving after the AGN switched off (AGN
relics) (van Weeren et al., 2019). These phenomena prove the presence of magnetic fields and cosmic
rays in the ICM. More details on magnetic fields in clusters will be given in Section 2.2.2 and 2.2.4,
respectively. A short discussion of radio mini halos follows, as they may provide an observational
marker of CR feedback in CC clusters (see Section 2.2.4).

Radio mini halos

Radio mini halos are found in CC clusters with sizes of ∼ 100− 400kpc. These scales require in-situ
acceleration as CR propagation is unable to reach these scales as discussed above. As discussed in
Section 2.2.4, the transport of CRs in CC clusters is likely confined by self-generated Alfvén waves,
via the streaming instability. Assuming streaming, the diffusion coefficient is κ ∼ vsLgradient, where
vs is the streaming velocity and Lgradient is the gradient length of the CRs. Hence, CRs can diffuse

in their life time tage to
√
x2 ∼

√
2κtage. Therefore, the emission does not directly originate from the

central AGN. Giacintucci et al. (2017) find a radio mini halo in 80% of their CC clusters in their sam-
ple and no mini halos in non-cool-core (NCC) clusters. However, the large dynamical range between
central sources and large-scale emission complicates classification and many faint mini halos likely
fall below the detection limit of current telescopes (van Weeren et al., 2019). Deepest imaging exists
for the mini halos found in the Perseus cluster. Here, detailed observations of the Perseus mini radio

2The radiative flux density Fν usually scales as a power-law with frequency, i.e. Fν ∝ να . The spectral index α corre-
sponds to the power law index.
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halo at 230− 470MHz show substructure in the form of filaments (Gendron-Marsolais et al., 2017),
which suggests that when observed at high resolution and signal-to-noise, mini halos are not fully
diffuse. These structures may hint towards localized sites of particle acceleration, local magnetic
fields or a non-uniform distribution of source electrons.
The origin of radio mini halos may be due to re-accelerated electrons (leptonic origin) (Gitti et al.,
2002) or secondary electrons (hadronic origin) (Pfrommer and Enßlin, 2004). The later are formed
when CR protons interact with thermal protons to produce pions which decay into secondary elec-
trons, positrons, neutrinos and gamma rays in the form;

π± → µ± + νµ/ν̄µ→ e± + νe/ν̄e + νµ + ν̄µ (2.6)

π0 → 2γ (2.7)

Thus, the detection of gamma rays would help constrain the origin of the radio emission. How-
ever, so far only upper limits exist for observations of diffuse gamma rays in mini halos. The most
constraining observations exist for Perseus due to its high mass, vicinity and mini-halo brightness
(Ackermann et al., 2014; Ahnen et al., 2016). The current gamma ray upper limits cannot directly
exclude the hadronic model. However, they can be used to put a constraint on the minimum clus-
ter magnetic field strength (Pfrommer, 2008), provided the radio emission is of hadronic origin. In
Perseus, gamma ray observations currently limit the magnetic field strength to ∼ 5µG (Brunetti et al.,
2017), which is still well below observed values from observations of the Faraday rotation measure
that find 25µG (Taylor et al., 2006).

On the other hand, turbulent re-acceleration of primary electrons may power mini halos. Slosh-
ing motions usually observed in the center of CC clusters could provide the source of the turbu-
lence. Large-scale radio halos are presumably powered by merger-induced turbulent re-acceleration.
Therefore, mini halos may just correspond to scaled down version of radio halos, which is supported
by recent observations. The mini halo in CL1821+643 shows a transitional behavior, as it seems
to switch off while the radio halo lightens up (Bonafede et al., 2014; Kale and Parekh, 2016). In
PSZ1G139.61+24.20, Savini et al. (2018) find a possible co-existence of a radio mini halo and radio
halo.

Faraday rotation measure

The polarization plane of light traveling through a magnetised plasma, e.g. the ICM, is changed
by the wavelength-dependent Faraday rotation effect. The observed polarization plane χ at location
x = 0 is related to the intrinsic polarization position angle of the polarized emission χ0 at x = L, via

χ(λ) = χ0 +λ2 e3

2πme
2c4

∫ L

0
dxne(x)Bx(x), (2.8)

where Bx is the magnetic field component along the line of sight. The change in position angle of
the radiation can thus be written as χ(λ) − χ0 = λ2RM. The proportionality constant given by the
integral over density and magnetic field component along the line-of-sight is termed Faraday rotation
measure (RM). Although χ0 is unknown a priori, it can be computed by measuring the polarization
angle χ at different wavelengths λ. Freshly injected electrons in jets or young radio bubbles provide
ideal sources for polarized light. As background sources, they can be used to probe magnetic field
strength and structure of a foreground galaxy cluster (Clarke, 2004) as discussed in Section 2.2.2.

2.2 Properties of cool core clusters

Early simulations of cosmological structure formation of cold dark matter (CDM) found that density
profiles of CDM halos can be fitted by the simple formula (Navarro et al., 1995, 1997)

ρ(r)
ρcrit

=
δc

(r/rs)(1 + r/rs)2 , (2.9)
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where ρcrit = 3H2/8πG is the critical density of the universe, δc is a characteristic density and rs is
the scale radius. The profile is referred to as Navarro-Frank-White (NFW) profile after the author
names of the paper proposing it. The observed electron number density of CC clusters is usually
well approximated by a double beta profile given by

ne(r) = n0

1 +
(
r

rc,0

)2−3β0/2

+n1

1 +
(
r

rc,1

)2−3β1/2

, (2.10)

where typical values are β0,1 = 1, (n0,n1) = (0.1,0.01)cm−3 and (rc,0, rc,1) = (10,100)kpc. At low
redshift, CC clusters are observed to be in a quiescent state and to first order can be assumed to be in
hydrostatic equilibrium, which gives an estimate of their temperature profiles. In contrast to density,
temperature profiles in clusters vary more slowly as the temperature declines typically by a factor of
three towards the center and towards the outskirts. Central temperatures reach kBT ∼ 1− 2keV.

A characteristic quantity is a timescale on which the ICM would cool away its current total central
energy, i.e. the cooling time. When only considering bremsstrahlung, the cooling time tcool is given
by

tcool =
ϵth

ϵ̇brems
= 2.8

(
kBT

2keV

)1/2 ( ne

10−2 cm−3

)−1
Gyr, (2.11)

where values below tcool < 1Gyr are reached in dense centers (ne ∼ 0.1cm−3) of CC clusters, while
NCC clusters show tcool > 3Gyr.

2.2.1 Cooling flow problem

The ICM loses energy by the emission of X-ray radiation in the dense central region of the cluster,
which is accompanied by a loss in thermal pressure. Gas at higher altitudes is compressed and moves
inwards leading to further cooling. In addition, inhomogeneities in the gas are expected to form cold
clumps and stars. The result is a massive cooling flow, which in the case of CC clusters should
be observable in nearby clusters due to their low cooling times. Models predict uninhibited mass
cooling rates of ∼ 1,000M⊙yr−1 with significant star formation (Fabian, 1994). However, the highest
star formation rates in a local BCG reach a maximum at a comparatively low rate of ∼ 125M⊙yr−1

in A1835 (McNamara et al., 2006). This could be brought in accordance with the cooling flow model
if the cold gas was hidden in some form. An overabundance of low mass stars has been evoked to
lower expected HI emission from young stars to observed values, possibly due to a reduced Jeans
mass in high-pressure environments of BCGs (Fabian et al., 1982). However, most observations show
evidence for a uniform initial mass function (IMF) in a variety of different objects (Fabian (2012), but
see Van Dokkum and Conroy (2010); Cappellari et al. (2012)).

The lack of detection of crucial strong emission lines, when gas cools below 0.7keV with XMM-
Newton, indicated a strong deviation from the standard cooling flow model (Peterson et al., 2001;
Tamura et al., 2001). This signified a severe deficit of cooling gas in the cluster core at one third of
the temperature of the hot ambient cluster atmosphere (Peterson et al., 2003). The inability to find a
repository of cold gas and/or stars, lead to the conclusion that something is preventing the gas from
reaching such low temperatures in the first place. While dynamical friction and thermal conduc-
tion of heat from the outer cluster atmosphere have been discussed as possible heating mechanisms
(Soker, 2003), it is now widely accepted that AGN jets represent the main source of heat for the ICM
(McNamara and Nulsen, 2012).

The main idea is that cold gas is accreted by the black hole, which in combination with black hole
spin powers jets that inflate bubbles, i.e. X-ray cavities. In a study of the brightest 55 galaxy clusters,
all clusters with tcool < 3Gyr (except for Ophiuchus, which undergoes a merger) show bubbles in
their atmospheres (Fabian, 2012). This implies a duty cycle of > 95%, which suggests a tight coupling
between heating and cooling. Crucially, the estimated kinetic power of the jet is sufficient to balance
the observed energy losses due to X-ray radiation (Bîrzan et al., 2004).
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2.2.2 Magnetic fields

Giant radio halos and radio mini halos prove the presence of volume filling magnetic fields in clusters
and the dense cores of CC systems, respectively. Two popular models for the origin of magnetic field
in clusters exist (Ryu et al., 2012). In the first, initial seed magnetic fields are generated in the
early universe. Alternatively, galactic magnetic fields are expelled into the ICM via galactic winds
or AGNs. In clusters, magnetic fields are then amplified by adiabatic compression and a small scale
dynamo based on turbulence, which are both powered by minor and major mergers (Subramanian,
2016).

Magnetic field strengths can be estimated by measuring the Faraday rotation measure from back-
ground polarized radio sources (see Section 2.1.3). Ideally multiple sources can be found behind a
single cluster to resolve the large scale structure of the magnetic field. The Coma cluster provides
such an environment, where Bonafede et al. (2010) compare simulated realizations of the magnetic
field in the cluster to data derived from seven patches in the cluster with background sources. They
find that the power spectrum of the magnetic field is well approximated by a Kolmogorov power
spectrum with maximum scale of 34kpc. The magnetic field reaches values of ∼ 5µG in the center.
In denser environments of cool core clusters, generally larger field strengths are observed (Carilli
and Taylor, 2002). In Hydra A, Kuchar and Enßlin (2011) find a central magnetic field strength of
36µG and determine a lower limit for the maximum scale of the field at 8kpc. In addition, their
computed spectrum is consistent with a Kolmogorov-like power law, which confirms the finding of
other groups (Vogt and Enßlin, 2005a; Guidetti et al., 2008; Vacca et al., 2012). While Faraday RM
represents a powerful tool to analyze magnetic fields in cluster, intrinsic uncertainties of the method
limit determination of the magnetic field strength to factors of a few (Newman et al., 2002; Johnson
et al., 2020).

2.2.3 Turbulent velocity fields

The details of heating by AGN jets in galaxy clusters depend crucially on the velocity structure
of the ICM. They have an impact on jet dynamics (Mendygral et al., 2012), heating by decaying
turbulence crucially depends on the magnitude of turbulent velocities (Zhuravleva et al., 2014),
etc. Possible sources of bulk motions and/or turbulence in clusters include large scale structure
formation, sloshing motions due to mergers, subhalo infall and AGN jets themselves (for further
details see Simionescu et al., 2019).

First estimates of the velocity dispersion of the ICM became feasible with the X-ray satellite XMM-
Newton. Although the ICM is generally optically thin, at some energies resonant scattering can make
the gas optically thick. Small scale turbulence will weaken the effect and reduce the optical depth
(Gilfanov et al., 1986). Other lines unaffected by turbulence are used to estimate the magnitude
of resonance scattering and a comparison with the former allows an estimate of the magnitude of
turbulence (Churazov et al., 2010). The method has been applied to X-ray bright galaxies as found
in the core of clusters on scales ≲ 10kpc, which find velocities on the order of hundreds of kms−1

(Werner et al., 2009; De Plaa et al., 2012; Ogorzalek et al., 2017). In a smooth cluster potential draw-
ing a direct connection between surface brightness fluctuations and velocity fluctuations allowed
Zhuravleva et al. (2014) to estimate the velocity structure of the Perseus cluster including its power
spectrum.

Most importantly, spectral lines can be used to determine turbulent velocities. Lines are broad-
ened due to uncertainties in the energy of the involved atomic states, i.e. the natural line width (which
is a small effect). In addition, the Doppler shift affects gas with a thermal distribution, i.e. thermal
broadening and turbulent velocities, i.e. line-of-sight velocity broadening. Most recently, the X-ray
satellite Hitomi with its unprecedented high spectral resolution was able to measure a line-of-sight
velocity dispersion of σ ∼ 100kms−1 in the bulk of the cluster and σ ≲ 200kms−1 toward the central
AGN as well as near a remnant bubble (Hitomi Collaboration, 2016, 2018).
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2.2.4 Streaming cosmic rays

Cosmic rays are charged particles moving nearly at the speed of light with energies between 1MeV
and 1021 eV (Grenier et al., 2015). Cosmic ray protons with energies in the range 1− 3GeV comprise
most of the cosmic ray energy. Strong energetic losses of CR electrons and lower abundances limit
the dynamical impact of CR electrons. We therefore focus on CR protons here. For brevity, we
will refer to CR protons as CRs in the following sections. By studying the evolution of spallation
processes leading to observed element abundances of CRs, it was determined that cosmic rays reside
in the Galaxy on timescales that depend on their energy. Specifically, CRs at 1GeV stay confined
for 10 − 20Myr. This is significantly longer than the time it takes to cross the disk of the Galaxy
(d ∼ 10kpc) traveling at the speed of light d/c ≈ 0.03Myr. While tangled magnetic fields may confine
CRs for some time, the expected energy dependence on the confinement time would be smaller than
observed. The confinement time of CRs decreases with energy, which allows us to conclude that the
acceleration timescale is much smaller than the confinement time. In addition, CRs show a high
degree of isotropy, which decreases for higher CR energies. Consequently, it appears that a fraction
of thermal gas particles is accelerated on short timescales and now propagates diffusively through
the disk with a diffusion coefficient κ that increases with CR energy, κ ∼ 1028−29 cm2s−1 at 1GeV
(Zweibel, 2013).

Streaming instability

CRs are confined to gyrate around magnetic fields due to the Lorentz force. The corresponding
cyclotron frequency is given by Ω = eB0/(γmpc), where B0 is the magnetic field strength. As noted
above, long confinement times cannot be due to gyration around magnetic field lines. Furthermore,
the acceleration process of CRs cannot be responsible for their confinement, otherwise the oldest
CRs would stay confined the longest. Therefore, it becomes necessary to study how CRs interact
with magnetic field fluctuations. The angle subtended by the CR velocity and the magnetic field is
called pitch angle θ, i.e. cos(θ) = µ = vcr ·B/ |vcr| |B|. Assume a CR is gyrating around the magnetic
field that has has a small transverse perturbation in form of an Alfvénic wave with a wavelength
of size the CR’s gyro radius. The perpendicular component of these Alfvénic fluctuations exerts a
Lorentz force on the CR that is directed opposite to its drifting motion along the mean magnetic
field. This causes the parallel component of the CR velocity (with respect to the mean magnetic
field) to decrease, and the perpendicular component to increase because particle energy is conserved
for the stationary magnetic field in the reference frame of the Alfvén wave. The previously described
interaction is therefore called pitch angle scattering. For pitch angle scattering to be most effective,
the wavelength of Alfvén waves (projected along the mean magnetic field) should match the CR’s
gyro orbit rG. The resulting resonance condition is given by (Kulsrud, 2005)

0 = kres(µv − vA)∓Ω, (2.12)

where ω = kvA is the dispersion relation for Alfvén waves. If rδB ≪ rG, the Lorentz force varies on
very small scales such that its effect averages out. If rδB≫ rG, the CR will just gyrate along the slowly
evolving magnetic field fluctuations.

Self-confinement of CRs

But what is the source of these magnetic field fluctuations in the ICM and do they have the proper-
ties required to realize resonant scattering? While scattering on fluctuations in the MHD turbulent
cascade or on magnetosonic waves are theoretically possible, the most promising mechanism relies
on Alfvén waves that are generated by the CRs themselves via the streaming instability (Kulsrud and
Pearce, 1969; Zweibel, 2013). The growth rate Γ of Alfvén waves due to a power-law distribution of
CRs with f ∝ pα can be computed from employing perturbation analysis of the Vlasov Equation and
is given by (Kulsrud and Cesarsky, 1971)

Γ =
π

4
Ω0

α − 1
α

ncr(> pmin)
ni

(
vd

vA
− 1

)
, (2.13)
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where Ω0 = γΩ is the non-relativistic proton gyrofrequency, ncr(> pmin) is the number density of
CRs with critical momentum pmin = ZeB/ck that can resonate with a wave of wavenumber k, ni is the
ion density of the ambient plasma, vd is the drift speed of the CRs relative to the gas and vA is the
Alfvén velocity. Note, the CR density decreases with CR energy such that self-confinement becomes
less efficient for high energy CRs. The streaming instability causes waves to grow until pitch angle
scattering isotropizes the CR distribution in the frame of the waves, i.e. vd ∼ vA.

From this, one could conclude that CRs are always confined to stream at the Alfvén speed. How-
ever, Alfvén waves are subject to damping processes, which reduce confinement. In addition, bulk
motion at faster drift velocities, i.e. super-Alfvén streaming, becomes possible. The most rele-
vant damping processes in galaxy clusters are non-linear Landau damping and turbulent damping
(Zweibel, 2013). Non-linear Landau damping occurs when two parallel propagating MHD waves
A & B with slightly different speeds interact to form a beat wave. Thermal particles with parallel
velocities identical to the wave’s phase speed v∥ = (ωA −ωB)/(kA − kB) interact with the beat wave.
Thermal particles extract energy from the wave when they are slower than the wave and add energy
to the wave when they are faster (Lee and Völk, 1973). For Maxwellian plasmas, usually ∂f /∂v < 0
in the range v∥ = vA, such that wave damping dominates. In addition, waves are damped by shearing
due to small scale perpendicular magnetic field structures associated with the MHD turbulence cas-
cade (Farmer and Goldreich, 2004), which is termed turbulent damping. In cluster environments,
damping mechanisms for CRs at E > 100GeV start to dominate excitation such that an alternative
scattering mechanism would be required at these energies to confine CRs (Zweibel, 2013). Crucially,
assuming steady state between Alfvén wave damping and excitation, GeV CRs are self-confined to
stream at nearly the Alfvén speed in the ICM (Jacob and Pfrommer, 2017a). Note, only Alfvén waves
that travel in the same direction as the CRs are amplified. Therefore, CRs stream down their pres-
sure gradient and due to weak damping their speed is limited to the Alfvén velocity. The propagation
speed of the CRs, i.e. streaming velocity vst is then given by

vst = −sgn(b · ∇Pcr) vA, (2.14)

where b is a unit vector pointing along the magnetic field.
In the picture of self -confinement, we now assume that streaming CRs are the main source of

magnetic field fluctuations. CRs that are initially faster than the Alfvén speed generate Alfvén waves.
Frequent scattering on these waves isotropizes the CR distribution, i.e they are confined to the wave
speed. Consequently, these interactions without collisions occur on microscopic scales that are much
smaller than the kpc scales we are interested in. We can therefore use the Vlasov equation to de-
scribe the conservation of phase space density (df /dt = 0) in the absence of collisional processes like
spallation as

∂f

∂t
+ vcr · ∇f +

dp
dt
· ∇pf = 0, (2.15)

where vcr is the total velocity of CRs and f (x,p, t) is the CR distribution function, which gives the
probability for a CR to be at position x with momentum p (in units of mc) at time t. The distribution
function can be expanded in inverse powers of the scattering frequency ν, f = f0 + f1 + f2 + ..., where
fx ∼ O(ν−x). We then study the CR distribution under the influence of the Lorentz force due to
magnetic fluctuations. In the limit of frequent scattering, we can average over pitch angle and assume
f0 ≫ f1, i.e. the distribution function is isotropic in the wave frame plus a small isotropy f1. When
retaining second order terms O(ν−2), we obtain the equation of CR transport (Schlickeiser, 1989),

∂fp

∂t
+ (v + vst) · ∇fp = ∇ ·

[
κpb

(
b · ∇fp

)]
+

1
3
p
∂fp

∂p
∇ · (v + vst) +

1
p2

∂

∂p

[
p2Γp

∂fp

∂p

]
+Qp, (2.16)

where fp(x,p, t) is the CR distribution function (isotropic in momentum space), v is the gas velocity,
κp is the spatial diffusion coefficient, Γp is the momentum diffusion coefficient and Qp is a CR source
function. Note, the equation uses a mixed frame of reference. While the spatial coordinates are mea-
sured in the laboratory frame, momenta are defined with respect to the CR rest frame. The physical
interpretation of the equation identifies the left-hand side as the total time derivative, including
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Figure 2.2: On the left, VLA radio observations of M87 (adopted from Owen et al. (1999)), which represents a FRI radio
galaxy. On the right, VLA radio observations of Hercules A in 3C 348 combined with HST optical data (adopted from
nasa.gov (2012)), which is a typical FRII radio galaxy.

advection in the wave frame. On the right-hand side, the terms describe diffusive transport along
magnetic field lines, adiabatic deceleration/acceleration, second-order Fermi acceleration (diffusion
in momentum space) and sources/sinks of the CR distribution.

Alfvén heating

In the frame of the Alfvén waves, there are no electrical fields such that particles conserve energy as
they scatter in pitch angle. However, in the frame of the gas a changing magnetic field induces an
electrical field. Consequently, there is a net transfer from the CRs to the gas with volumetric heating
rate, i.e. Alfvénic heating rate ΓA given by (Kulsrud, 2005)

ΓA = −vA · ∇Pcr, (2.17)

where ∇Pcr is the pressure gradient of the CRs.

2.3 Jets from active galactic nuclei

Active galactic nuclei are compact regions at the center of galaxies that emit non-thermal radiation.
They are powered by an accretion disk surrounding a supermassive black hole. A fraction of AGNs
show highly collimated bipolar outflows that are visible as jets in radio observations. Jets terminate
in large-scale underdense X-ray cavities that buoyantly rise as bubbles in the cluster atmosphere.
They are believed to heat CC clusters. Here, we discuss the observational evidence that led to this
conclusion and review candidates for the currently unknown heating mechanism in CC cluster. We
start out by summarizing our understanding of jets.

2.3.1 Jet launching

AGN black holes are surrounded by orbiting gas. When gas is allowed to cool on the inflow timescale,
it settles onto an accretion disk. Gas can lose angular momentum due to magnetic torques via the
magnetorotational instability and flows towards the event horizon of the black hole. However, cool-
ing of the gas is inhibited in this simple model when the accretion rate exceeds the Eddington limit,
i.e. Ṁ ≳ ṀEdd. Assuming spherical symmetry, the Eddington accretion rate is given by balancing
radiation pressure and gravity, ṀEdd = 4πGMmp/(σTc). Here, radiation is trapped by inflowing gas
and the disk thickens due to strong radiation pressure.



22 CHAPTER 2. AGN FEEDBACK IN COOL CORE CLUSTERS

Therefore, properties of accretion disks and outflows depend on the mass accretion rate of the
disk. These are usually divided into two regimes. For low accretion rates Ṁ ≲ 0.05 − 0.1ṀEdd, the
currently favored model of accretion disk suggests that the disk is optically thin but geometrically
thick (Blandford et al., 2019). SMBH in CC clusters are mostly observed in this state. Here, the
surface density of the disc is very low such that the gas decouples into a two temperature electron-
ion plasma. While ions at ∼ 1012 K supply the pressure, electrons at 109−11 K provide most of the
radiation. Here, ions are unable to cool on the inflow timescale, an advection dominated accretion flow
(ADAF) forms where heat generated by viscosity will be advected inwards instead of radiating away
(Ichimaru, 1977). General relativistic magnetohydrodynamical (GRMHD) simulations show that the
disk can sustain large-scale poloidal magnetic flux (De Villiers et al., 2003). The disk carries the flux
inwards and jets are launched when the magnetic field reaches the spinning SMBH. This launching
mechanism is termed Blandford-Znajek (BZ) process (Blandford and Znajek, 1977). Increasing spin
values leads to higher jet powers (McKinney, 2006).

When the disk is accreting at a significant fraction of the Eddington accretion rate, strong ther-
mal emission leads to an optically thick and geometrically thin disk (Shakura and Sunyaev, 1973).
These sources are generally termed quasars and outshine their host galaxy in the optical, which dis-
tinguishes them from radio galaxies. Interestingly, roughly 10% of observed quasars are believed
to host a radio jet (Ivezić et al., 2002; Kellermann et al., 2016). GRMHD simulations by Liska et al.
(2019) suggest that they may also be launched by the BZ mechanism.

Fanaroff-Riley Classes

A popular classification of jets introduced by Fanaroff and Riley (1974) is based on their radio mor-
phology. While FRI radio galaxies show a brighter center, FRIIs are edge-brightened. While differ-
ences may be linked to their internal engines (Hardcastle and Croston, 2020), the reason is generally
attributed to a combination of jet power and environmental density. FRII jets are thought to remain
relativistic throughout and terminate in a bright internal shock (hotspot). On the other hand, FRI
jets decelerate on kpc scales. Powerful jets in less dense environments tend to show FRII morphol-
ogy, while lower power jets in dense environment appear as FRI jets (Tchekhovskoy and Bromberg,
2016). While newly detected low power FRII jets challenge this idea (Mingo et al., 2019), there are
large uncertainties when converting from radio luminosity to jet power (Croston et al., 2018). In ad-
dition, these FRII jets appear to reside in less dense environments in agreement with the initial model
(Mingo et al., 2019). Prominent examples of a FRI and FRII radio galaxy are shown in Figure 2.2.

2.3.2 Observational evidence for AGN feedback

Jet energy estimates

A major finding regarding AGN feedback in clusters concerns the observed mechanical jet power
and central cooling luminosity. Observations of jet inflated bubbles provide a unique opportunity to
estimate mechanical feedback provided by jets. The energy required to inflate a bubble of volume
V against thermal pressure P plus the internal energy P V /(γ − 1) required to stabilize the bubble is
given by its enthalpy H ;

H = P V +
P V

γ − 1
=

γ

γ − 1
P V =

2.5P V , for γ = 5/3,

4P V , for γ = 4/3,
(2.18)

where γ is the adiabatic index of the cavity plasma. The value of γ depends on the relativistic (γ =
4/3) or non-relativistic (γ = 5/3) composition of the bubbles. Note, that Equation (2.18) corresponds
to a lower limit of jet energy as it misses expected additional energy sinks like sound waves (Fabian
et al., 2006), weak shocks (Mathews et al., 2006), thermal conduction (Kim and Narayan, 2003),
leaking CRs (Guo and Oh, 2008), and others. Bubbles need to contain gas with temperatures T >
20keV to appear as cavities in X-ray observations such that a relativistic filling appears more likely.
More details on our current understanding of the bubble composition are discussed in Section 2.3.3.



2.3. JETS FROM ACTIVE GALACTIC NUCLEI 23

Cooling in clusters is usually characterized by the X-ray luminosity. To obtain a corresponding jet
luminosity, one divides the mechanical energy by the age of the bubble. Popular approximations of
bubble age include bubble rise time at the speed of sound, bubble rise time due to buoyancy or the
time required to refill the displaced volume of the rising bubble, where these time scales agree within
factors of 2 − 4 (Bîrzan et al., 2004). When comparing resulting jet luminosities to corresponding
cooling luminosities in clusters, cooling luminosities are of order 4P V in many clusters (Rafferty
et al., 2006). Observations are biased against identifying bubbles in less dense cluster outskirts, such
that bubbles can be missed. However, bubbles in the dense center of strong cooling cluster should be
readily observable. Remarkably, all strong cool clusters have observed cavity powers where cooling
luminosities are equal to at most LX ≲ 1P V (McNamara and Nulsen, 2012). Interestingly, McDonald
et al. (2019) find the thermodynamic profiles of the center of the Phoenix cluster consistent with a
steady-state cooling flow. They suggest that its SMBH is undersized relative to cluster mass, which
provides insufficient feedback to heat the cluster.

Details of heating

The observed correlation between jet luminosity and cooling luminosity suggests that AGN heating
is tightly coupled to cooling in CC clusters. Furthermore, Hudson et al. (2010) show that 44% of
the HIFLUGCS sample have tcool < 1Gyr. This high fraction of CC clusters means that a successful
model for heating in clusters needs to be able to reproduce short cooling times and therefore limit
“unregulated” over-heating. This makes AGN feedback a prime candidate. In addition, radial pro-
files of cooling time smoothly decline from a few Hubble timescales in the outskirts (∼ 200−300kpc)
towards central cooling times of 108 yr (Voigt and Fabian, 2004). Thus, feedback needs to be gentle
to sustain these weak cooling flows on long timescales.

Note, cooling in the ICM does not necessarily imply a temperature reduction. Radiative losses
of gas in a fixed volume lead to a drop in temperature. However, in clusters, cooling gas will be
compressed by gas at higher altitudes due to gravity and thereby heated. It therefore becomes more
instructive to look at entropy instead of temperature to study heating and cooling. The specific
entropy S is given by

ρT
dS
dt

=H−R, (2.19)

where ρ is the gas density, T is its temperature, H is the heating rate per unit volume and R is the
power radiated away per unit volume. This is equivalent to

d
dt

lnK =
1

theat
− 1
tcool

, (2.20)

where K = kT /n
γ−1
e is the entropy index and ne is the electron number density.3 The cooling time

tcool is given by

tcool =
P

(γ − 1)R
, (2.21)

which corresponds to the timescale required to radiate away the thermal energy of the cluster. The
heating time theat is analogously given by

theat =
P

(γ − 1)H
. (2.22)

Measurements of entropy index K provide an alternative path of excluding the presence of strong
cooling flows in clusters. While models of unimpeded cooling flows predict declining entropy pro-
files towards the center, observed entropy profiles show a central plateau. Crucially, jet power corre-
lates with central entropy in CC clusters (Pfrommer et al., 2012). It appears that cooling gas triggers

3The entropy index is related to the proper thermodynamic entropy via s = cV ln(K/K0), where s is the specific entropy
and cV is the specific heat at constant volume (see Pfrommer, 2022, for more details).
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the AGN to initiate heating. It is therefore required for the jet to act on smaller timescales than the
cooling time. By using cavity buoyancy time as a proxy for cavity age, (Rafferty et al., 2008) shows
that cavities are indeed younger than central ICM cooling times. Even the most massive jet out-
burst shows this gentle mode of heating where the AGN compensates for potential energy lost due
to cooling (Vantyghem et al., 2014).

2.3.3 Lobe composition

The particle content of lobes and bubbles provides crucial information for jet dynamics and con-
strains heating mechanisms. Early polarization observations established that the pressure contribu-
tion from internal thermal electrons is low in FRII lobes (Scheuer, 1974). In the past, assumptions
about the proton fraction and magnetic field strength were required to infer the electron density
from the measured synchrotron radiation. Here, usually energy equipartition between magnetic
field and radiating particles was assumed (Beck and Krause, 2005). However, observations of the
inverse-Compton emission from lobes and hotspots of FRII sources directly constrain the number of
electrons. The magnetic field strength can then be computed from synchrotron observations. The
combined energy density due to magnetic fields and electrons is in agreement with estimates of the
external ICM pressure. At the tip of the lobe, lobes can be overpressured with regard to the ICM.
Therefore, protons are not expected to be energetically dominant in these source (Croston et al.,
2018). However, they could still be present at the same level as electrons.

On the other hand, determining the content of FRI lobes is more difficult as thermal emission
usually dominates inverse-Compton emission here. When assuming energy equipartition between
electrons and magnetic field strengths, lobes appear significantly underpressued with regard to the
external medium. Here, an energetically dominant proton population seems plausible in stark con-
trast to FRII sources (Croston et al., 2018). The appearance of the lobes as X-ray cavities and polar-
ization observations rule out thermal protons similar to the surrounding medium. Recently, Abdulla
et al. (2019) used the SZ effect to measure the thermal content of bubbles in cluster MS 0735.6+7421.
They varied the filling of bubbles in their model and compared the resulting SZ signal to their ob-
servations. They conclude that the bubbles are either pressure supported by gas with temperatures
T ∼ 1000keV or a non-thermal pressure component. Consequently, it appears that the pressure of
FRI lobes is dominated by high-energy particles. The idea is that entrainment of external material
slows down the lobes, which is then heated inside the lobes (Croston and Hardcastle, 2014).

2.3.4 Heating mechanisms

Initially, the conduction of heat from hot cluster outskirts to strongly cooling centers was discussed
as the main heating source in CC clusters. However, conductivity needs to be fine-tuned (Guo et al.,
2008), sometimes requires a conductivity exceeding the theoretical maximum value (Zakamska and
Narayan, 2003) and solutions are not locally stable on scales larger than the Field length (Kim and
Narayan, 2003). Thermal conduction may however play a role in combination with jet feedback (Voit
et al., 2015). While the most relevant heating mechanism for AGN feedback in CC clusters remains
uncertain, a plethora of possible mechanisms exist, of which the most promising are introduced in
the following.

Weak shocks

Weak shocks are readily observed (Forman et al., 2007; Blanton et al., 2011) and detected in sim-
ulations of self-regulated AGN feedback (Mathews et al., 2006). Due to limited heating expected
from a single weak shock, a continuous input of weak shocks is required to heat a cluster core (Mc-
Namara and Nulsen, 2012). In NGC 5813, Randall et al. (2011) find three pairs of cavities from
distinct outbursts and identify two related episodes of shock formation, which provides evidence for
continuous shock injection with sufficient heating to balance cooling. In addition, Li et al. (2017)
identify dissipation of weak shocks as the main heating mechanism in their simulations. Here, weak
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shocks dissipate most of their energy within 30kpc. Then, adiabatic processes and mixing redis-
tribute the heat throughout the core. In addition, simulations by Martizzi et al. (2019b) find weak
shock dissipation to be a crucial source of heat.

Turbulence

Zhuravleva et al. (2014) analyzed surface brightness fluctuations in Virgo and Perseus. They inter-
pret a significant fraction of them as due to turbulence. If dissipated in the ICM, turbulence can
provide sufficient heating to offset cooling in these clusters. However, it appears that turbulence is
unable to propagate energy throughout the cluster to balance heating at each radius (Fabian et al.,
2017; Bambic et al., 2018b). In addition, Yang and Reynolds (2016) find that turbulent heating makes
up a mere percent level contribution to heating in their hydrodynamical simulations. Finally, simula-
tions of driven turbulence to balance heating find resulting ICM velocities inconsistent with velocity
measurements by Hitomi (Mohapatra and Sharma, 2019).

Sound waves

Ripples are seen in X-ray observations of the Perseus and Centaurs cluster, which are reminiscent of
sound waves. Dissipation of these waves can provide energy to heat the core of Perseus (Fabian et al.,
2006; Sanders and Fabian, 2008). However, the observational signature of sound wave-like features
corresponds generally to only a 10% increase in surface brightness, which limits their detection to the
brightest clusters (Graham et al., 2008). In addition, jet simulations by Bambic and Reynolds (2019)
find efficient production of sound waves (Es ≲ Ejet/3), which suggests that the contribution from
sound waves to heating may be significant. However, details of sound waves transport requires the
treatment of plasma instabilities present in the outer ICM, which is weakly collisional. The physics of
which are a topic of active research (Kunz et al., 2020; Drake et al., 2021). Finally, similarly to sound
waves, alternatively internal gravity waves could be excited by rising bubbles, propagate through the
cluster center and dissipate their energy to provide heating (Zhang et al., 2018).

Bubble mixing

Mixing of hot bubble material with the surrounding ICM is discussed as a viable heating mechanism
especially in the direct surroundings of the bubbles (Fabian, 2012). Alternatively, jets that possess
wide opening angles would spread their ram pressure over a large area and therefore show limited
penetration power through the ICM. Bubbles would then deposit their energy close to their origin
and heat larger volumes. A similar mechanism can be envisioned for jets with significant levels
of precession (Sternberg et al., 2007). The efficient heating of wide jets has been demonstrated in
hydrodynamical simulations (Gilkis and Soker, 2012; Hillel and Soker, 2016). The analysis of heating
sources in simulations by Yang and Reynolds (2016) identify mixing as one of the main heating
mechanisms in combination with weak shock dissipation. However, as no simple model exists for
mixing, the amount of heating due to mixing is infered indirectly. The authors assume a strict balance
between heating and cooling within the jet cones, where the residual source of heat is attributed to
mixing.

Cosmic ray heating

As noted in Section 2.3.3, relativistic protons may provide substantial pressure support to bubbles.
Escaping CRs could heat the ICM via streaming. Streaming CRs excite Alfvén waves and scatter
on these waves. The damping of Alfvén waves leads to a net transfer of CR energy to heat (Wentzel,
1971). Jacob and Pfrommer (2017a) find steady state solutions for a large sample of clusters where CR
heating balances cooling in the center and thermal conduction stabilizes cluster outskirts. In Jacob
and Pfrommer (2017b), they confront the expected radio and gamma ray emission from the CRs with
observations. They find that a subclass of clusters exceeds limits given by radio observations. These
clusters host a radio mini halo and show excess star formation compared to their full sample. They
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postulate radio micro halos clusters with ongoing CR heating. After the heating reservoir due to CRs
is exhausted, a phase of cooling follows with increased star formation, reconciling their results with
observations. They suggest that the mini halos could be powered by hadronic processes. Simulations
of self-regulated AGN feedback identify CRs as an efficient heating mechanism (Wang et al., 2020).
Recently, Beckmann and Dubois (2022) report that jets dominated by CR energy lead to a buildup
of Gamma ray emission over time that is inconsistent with observations. However, jets that contain
10% of their energy in CRs remain within limits set by observations.

2.3.5 Jet bubble - ICM interaction

In order to understand the details of AGN feedback in clusters, it becomes crucial to study jet evo-
lution in the ICM. The observed metallicity distribution in clusters provides strong evidence for
significant mass transport by jets. The metallicity generally peaks in the BCG but its distribution is
much broader than expected from direct enrichment (Rebusco et al., 2005). The detection of cold
metal-rich gas along bubbles and radio sources in multiple clusters provides strong evidence for ef-
fective uplift of central gas by jets (Simionescu et al., 2008; Kirkpatrick and McNamara, 2015). The
metallicity is enriched up to levels detected in the BCG and can reach heights of 100skpc as observed
in Hydra A and MS0735 (Simionescu et al., 2009; McNamara and Nulsen, 2012).

The latter provides strong evidence for the longevity of bubbles in the ICM. In early simulations,
bubbles disrupted too efficiently (Churazov et al., 2001). However, the addition of viscosity (Guo,
2015) and magnetic fields (Ruszkowski et al., 2007) resolves the issue. In addition, jet-inflated bub-
bles are more stable than bubbles set up by hand (Sternberg and Soker, 2008b). Bourne and Sijacki
(2017) show that too little resolution elements at the interface between jet-ICM can lead to signif-
icant numerical mixing. Dedicated refinement schemes can provide an efficient solution for codes
with adaptive mesh refinement. In addition, a low density jet with pressure dominated by CRs has a
lower inertia compared to a jet dominated by kinetic energy and therefore decelerates more quickly.
Jets expand more laterally due to CR pressure which leads to the displacement of more ICM gas
(Guo and Mathews, 2011). The resulting wider X-ray cavities show morphologies in agreement with
observations of central X-ray cavities. Finally, bulk motions due to mergers, substructure, etc. can
significantly displace and distort bubbles. This leads to faster disruption of bubbles (Mendygral
et al., 2012; Bourne and Sijacki, 2017).

2.4 Fueling of active galactic nuclei

AGN jets are fueled by accretion onto a disk surrounding black holes. The disk gas is assumed
to loose angular momentum due to the magnetorotational instability (Balbus and Hawley, 1998)
and moves inwards towards the event horizon. As discussed in Section 2.3.1, jets are presumably
launched here with an unknown contribution from black hole spin, however many details remain
inconclusive (Blandford et al., 2019). Based on this model, Talbot et al. (2021, 2022) track the spin
evolution of their black hole and extract part of its spin energy to power the jet. However, to at least
partially resolve dynamics in the vicinity of the black hole, cells are refined down to 0.01pc in this
region. This limits run times to a few tens of Myr. Consequently, we omit spin evolution in our
model for now as we are interested in the long term evolution of the ICM. Here, we introduce two
popular models of large scale accretion used in cluster simulations, i.e. Bondi and cold accretion.
While the model of Bondi accretion is based on an analytical solution to accretion onto a point mass,
cold accretion is based on observations of condensing gas that is assumed to sink onto the central
black hole.

2.4.1 Bondi accretion

The traditional description of accretion is Bondi accretion, which is based on a model of spherically
symmetric accretion onto a stationary (with respect to the ambient medium) point mass (Bondi,
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Figure 2.3: Observations of the cold ionized gas of the central part of NGC 1275 from Gendron-Marsolais et al. (2018a).
From left to right, we reproduce Hα emission in units of ergs−1cm−2pixel−1, line ratio of [NII] at 6583Å and Hα and
velocity dispersion in kms−1. Images taken with the optical imaging Fourier transform spectrometer SITELLE at the
Canada-France-Hawaii Telescope. The orientation of the filaments suggests that they are influenced by bubble dynamics.

1952). Combining equations of mass and momentum conservation, a steady solution for an adiabatic
flow (γ = 5/3) can be determined with accretion rate Ṁ given by

Ṁ =
πρG2M2

c3
s

, (2.23)

where ρ and cs are the density and sound speed of the ambient medium, respectively. Assuming non-
adiabatic effects like thermal conduction or radiative cooling with 1 < γ < 5/3, the initially subsonic
flow becomes supersonic at the so called Bondi radius rB, defined as

rB =
2GM

c2
s

, (2.24)

where M is the mass of the central object. Note, when balancing kinetic and thermal energy of the
gas, it becomes apparent that rB corresponds to the radius where gas with v ≤ vs is accreted by the
central object. Therefore, resolving the hydrodynamic state of the gas within the Bondi radius gives
crucial information on the nature of accretion. Recently, these observations became feasible. They
find density scaling as ρ ∝ r−1 within the Bondi radius, which is flatter than the expected scaling of
r ∝ r−3/2 (Wang et al., 2013; Russell et al., 2015). Outflows in the form of winds may be the reason for
this strong reduction in accretion rate (Li et al., 2013). Consequently, expected fueling due to Bondi
accretion are insufficient to power the observed jets in these systems. Theoretically, a contribution
from the black hole spin would suffice (Tchekhovskoy and McKinney, 2012). Note, that the electron
mean free path in the ICM is then on scales of the Bondi radius, e.g. for NGC 1600 λmfp ≈ 0.1kpc
and rB ∼ 0.4kpc.4 Therefore, direct treatment of plasma effects becomes necessary, which limits
significance of these results. Alternatively, the inflow rate may be significantly increased by cold gas
accretion, which is motivated by observations of cold gas found in clusters, which we will discuss
next.

2.4.2 Observations of cold filaments

While classical cooling flows are inhibited by AGN feedback, significant quantities of molecular gas,
Hα emitting ionized gas and star formation are observed in central galaxies of CC clusters compared

4The mean free path is given by λmfp ∼ 1
πn ln Λ

(
kBTe
Ze2

)2
∼ 1.4×1022

(
n

10−3 cm−3

)−1
(
kBTe
1keV

)2
cm. We assume n = 0.04cm−3

and T = 1.1keV within the Bondi radius based on Runge and Walker (2021).
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to nearby elliptical galaxies (McNamara and Nulsen, 2012). Star formation is observed below an
entropy threshold of K ≲ 30keVcm2 or equivalently cooling times of tcool ≲ 5 × 108 yr (Cavagnolo
et al., 2008). While the origin of this sharp threshold is unclear, it implies a strong link between star
formation and the thermodynamics of its atmosphere (Donahue and Voit, 2022).

The morphology of the cold gas ranges from a disky to filamentary appearance extending up to
∼ 70kpc from the cluster center with many clusters displaying a combination of both (Russell et al.,
2019). Coinciding jets appear to entrain the gas (Dasyra et al., 2015) and uplift it in their wakes
(Russell et al., 2016). Cooling ICM gas is assumed to become unstable to the thermal instability (TI),
which leads to catastrophic cooling down to observed temperatures. Theoretically, gas with cooling
time tcool smaller than its free fall time tff is volatile to the thermal instability (Mccourt et al., 2012),
i.e. tcool/tff ≲ 1. Here, tff is defined as

tff =

√
2r
g
, (2.25)

where g = dΦ/dr is local acceleration due to gravity. The minimum of this ratio, i.e. min(tcool/tff)
should therefore provide insights into the presence of the TI in observed clusters. However, obser-
vations find cold gas filaments in clusters with somewhat larger ratios, e.g. tcool/tff = 8−23 (Olivares
et al., 2019), tcool/tff = 10−25 (Pulido et al., 2018) or tcool/tff = 10−35 (Hogan et al., 2017). As tcool/tff
is computed from projected quantities, local large density perturbations can lead to condensation
for larger values of the globally measured tcool/tff (Choudhury et al., 2019). In addition, deprojection
effects of X-ray data may lead to overestimation of tcool/tff by a factor of a few (Sarkar et al., 2021). In
general, Voit (2021) suggests that observations are only sensitive to the global ratio, which can lead
to higher ratios as long as entropy fluctuations lower the ratio locally.

The exact triggering mechanism of the instability remains uncertain. Random motions of over-
dense/underdense blobs in the gas could locally attain critical values of tcool/tff leading to condensa-
tion. On the other hand, purely cooling time in observations by Hogan et al. (2017) seems to govern
the onset of thermal instability in their clusters’ atmospheres. Therefore, they propose that AGN-
driven uplift of partially cooled gas may trigger the instability. The detection of molecular gas prefer-
entially in the wake of bubbles supports this hypothesis (McNamara et al., 2014) (see Figure 2.3). In
addition, Martz et al. (2020) analyze a sample of five CC clusters, which lack appreciable Hα and star
formation, even though they find ratios of cooling time to freefall time of 20 ≲ min(tcool/tff) ≲ 50,
which is within range quoted above for observed apparently TI unstable clusters. Crucially, they
find little indication for the presence of radio bubbles in these clusters, which supports the idea that
bubbles are required to form cold gas.

2.4.3 Chaotic cold accretion

The condensing gas is expected to sink to the center of the cluster. Collisions of these cold gas clumps
can cause the partial cancellation of angular momentum, which leads to it being eventually accreted
by the SMBH. This form of accretion is termed (chaotic) cold accretion (CCA) (Gaspari et al., 2013).
The gas is assumed to accrete on the free fall time, which gives an accretion rate in the form of

Ṁcold = ϵ
Mcold

tff
, (2.26)

where ϵ is a free parameter that captures incomplete momentum cancellation and small scale feed-
back effects. We implement a model of chaotic cold accretion in arepo as part of this thesis (see
Section 6).

Detailed observations and literature analysis by Mckinley et al. (2022) of the center of Centau-
rus A find observed feeding of the black hole consistent with simulations of CCA coupled to AGN
feedback by Gaspari and Sa̧dowski (2017).
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2.4.4 Simulations of self-regulated AGN feedback

To study details of AGN feedback in CC clusters, hydrodynamical simulations are required to follow
the evolution of the interplay between accretion and AGN jet feedback. They are generally able to re-
produce the main characteristics of observed CC clusters, e.g. thermodynamic profiles in agreement
with observed CC clusters (Yang and Reynolds, 2016). In addition, Wang et al. (2020) find that Alfvén
heating can balance cooling in clusters. A jet regulated by cold accretion can induce turbulence that
is in agreement with velocity measurements by Hitomi (Prasad et al., 2018). Interestingly, for suf-
ficiently resolved accretion regions, Bondi and cold accretion appear to give very similar results on
simulated scales (Meece et al., 2017). Furthermore, magnetic fields appear crucial in simulations
of self-regulated feedback as purely hydrodynamical simulations give rise to unobserved long-lived
massive cold disks (Li and Bryan, 2014). Here, the inclusion of magnetic fields leads to stronger
coupling between the hot and cold phase through magnetic pressure and tension forces inhibiting
formation of such disks (Wang et al., 2021).

2.5 arepo

We employ the moving-mesh code arepo (Springel, 2010) that solves the equations of magneto-
hydrodynamics (MHD) on an unstructured mesh using a finite volume approach. This approach
combines the Lagrangian property, most notably present in smoothed particle hydrodynamics (SPH)
codes, with features of finite-volume Eulerian mesh codes. This way the user profits from the main
advantages of both SPH techniques (e.g., intrinsic adaptivity, low advection errors) and fixed mesh
codes (e.g., better convergence for smooth flows, good shock capturing). The code features local
timestepping and second order convergence (Pakmor et al., 2016b). In the following, we detail the
MHD solver and CR solver of arepo that are crucial for the simulations performed and analyzed in
this thesis.

2.5.1 Magnetohydrodynamic solver

The Euler equations describing ideal MHD can be expressed as a system of hyperbolic conservation
laws in the form

∂U
∂t

+∇ · F = 0, (2.27)

where U and F are given by

U =


ρ
ρv
ρe
B

 F (U ) =


ρv

ρvvT + P 1−BBT

ρev + P v −B(v ·B)
BvT − vBT

 . (2.28)

Here, P = Pgas + B2/2 is the total gas pressure and e = u + 1
2v

2 + 1
2ρB

2 is the total energy per unit
mass, adopting the Heaviside-Lorentz unit system. The closure is given by the equation of state
P = (γ − 1)ρe.

The flux is computed across interfaces by solving Riemann problems along the normal of the in-
terface (Pakmor et al., 2011). Time integration is based on Heun’s method, which is a second order
Runge-Kutta variant. Here, fluxes are estimated by using the values of primitive values both at the
beginning and at the end of the timestep. Theoretically, two expensive computations of the original
and updated mesh would be required for a single timestep. However, when assuming a constant
velocity of the mesh generating points over the timestep, the new mesh can be recycled at the next
timestep. Intermediate timesteps are then extrapolated based on spatial derivatives as in a MUSCL-
Hancock scheme (Pakmor et al., 2016b). Gradients are estimated by employing a least-square gra-
dient estimate. As values at the center of mass φi ,φj and distances between a neighbouring pair of
cells i, j are known, the method minimizes the error when linearly extrapolating values between all
neighbours via the gradient estimates

〈
∇φ

〉
i ,
〈
∇φ

〉
j (Pakmor et al., 2016b). A Riemann solver is then
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used to compute the flux exchanged during a timestep using the Harten-Lax-van Leer-Discontinuities
(HLLD) Riemann solver (Miyoshi and Kusano, 2005) as detailed in Pakmor et al. (2011). To correctly
capture any signal present in the simulation, the maximum timestep is limited by the maximum sig-
nal speed, which corresponds to the fastest magneto-acoustic waves in the system plus the velocity
of the cell (when working in the cell frame).

An additional complication arises in MHD solvers as magnetic fields are divergence free, i.e.

∇ ·B = 0, (2.29)

according to Maxwell’s equations. In theory, the MHD equations in differential form introduce no
divergence for an initially divergence-free field. However, discretization errors in MHD simulations
introduce divergences that have to be addressed. A Powell eight-wave scheme is employed here
(Powell et al., 1999). Additional source terms are added to the momentum, induction and energy
equation, which encode passive advection of ∇ ·B/ρ with the flow. This keeps the divergence error
small by suppressing further growth (Pakmor and Springel, 2013).

2.5.2 Cosmic ray solver

As described above, there is strong evidence for the presence of CRs in AGN bubbles. To study their
impact on the gas via their pressure and Alfvén heating, we make use of the CR module of arepo,
which will be described in the following. For this, we will describe a treatment of CRs as a fluid first.

Fluid description of CRs

The small scale, continuous scattering of CRs on Alfvén waves (see Section 2.2.4) makes a fluid
description possible. The Lorentz force on the gas due to the CR current density can be interpreted
as an effective pressure of the CRs exerting force −∇⊥Pcr on the gas (Zweibel, 2013). Analogously to
hydrodynamics, the three moments of the CR distribution function f are defined as the CR number
density ncr, CR pressure Pcr and CR energy density ϵcr, given by

ncr = 4π
∫ ∞

0
p2fpdp (2.30)

Pcr =
4πmpc

2

3

∫ ∞
0

βp3fpdp (2.31)

ϵcr = 4π
∫ ∞

0
p2Epfpdp, (2.32)

where β = p/
√

1 + p2 is the dimensionless CR velocity and Ep is the kinetic energy of a CR particle
given by

Ep(p) =
(√

1 + p2 − 1
)
mpc

2. (2.33)

Closure is provided by the equation of state

Pcr = (γcr − 1)ϵcr, (2.34)

where γcr = 4/3 is the CR adiabatic index. With the help of these definitions the evolution equation
of the CR energy density can be derived.

First, we multiply Equation (2.16) by Ep and integrate over the CR momentum p to obtain (Pfrom-
mer et al., 2017)

∂ϵcr

∂t
+∇ · [(v + vst) (Pcr + ϵcr)−κϵb (b · ∇ϵcr)] = (v + vst) · ∇Pcr + Γϵ + Q̄ϵ, (2.35)
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where κcr is the momentum-space averaged diffusion coefficient given by

κϵ =

∫ ∞
0

p2Epκp

(
b · fp

)
dp∫ ∞

0
p2Ep

(
b · ∇fp

)
dp

(2.36)

Q̄ϵ is the net source of kinetic energy density of CR defined as

Q̄ϵ = 4π
∫ ∞

0
p2EpQpdp (2.37)

and Γcr is the energy gain per unit time of CRs due to second-order Fermi acceleration

Γϵ = −4πmpc
2
∫ ∞

0
βp2Γp

∂fp

∂p
dp > 0 for

∂fp

∂p
< 0. (2.38)

The second term on the left hand-side of Equation (2.35) can be interpreted as the advective transport
of the CR enthalpy (Hcr = Pcr + ϵcr) with total velocity (v + vst) and anisotropic diffusive transport of
CR energy density. The right-hand side captures (from left to right) the volume work of the CR
pressure gradient on the background plasma (v · ∇Pcr) and generation of Alfvén waves (vst · ∇Pcr).
Γϵ corresponds to the energy gain of CRs due to second-order Fermi acceleration and Q̄ϵ = Γcr +Λcr
encompasses additional gains and losses of CR energy density.

Implementation in arepo

The main implementation details of CRs in arepo are described in Pfrommer et al. (2017), while the
modeling of CR diffusion is explained in Pakmor et al. (2016a). The module focuses on (energetically
dominant) ∼ 1GeV CRs and therefore evolves purely their energy density without further spectral
information.

To incorporate CRs into the code, the Euler equations are, analogously to the MHD implementa-
tion, expressed as a system of hyperbolic conservation laws including a source term:

∂U ′

∂t
+∇ · F ′ = S, (2.39)

where conserved variable U ′, flux function F ′(U ′) and source term S are given by

U ′ =


ρ
ρv
ϵ
ϵcr
B

 , F ′ =


ρv

ρvvT + P 1−BBT

(ϵ+ P )v −B(v ·B)
ϵcrv + (ϵcr + Pcr)vst −κϵb(b · ∇ϵcr)

BvT − vBT

 , S =


0
0

Pcr∇ · v − vst · ∇Pcr +Λth + Γth
−Pcr∇ · v + vst · ∇Pcr +Λcr + Γcr

0

 ,
(2.40)

where the adopted system of units is Heaviside-Lorentz. P is the total pressure, i.e.

P = Pth + Pcr +
B2

2
. (2.41)

ϵ corresponds to the total energy density excluding CRs given by

ϵ = ϵth +
ρv2

2
+
B2

2
. (2.42)

Analogously to the MHD solver, the Euler equations are solved by reconstructing the primitive vari-
ables at cell interfaces via Runge-Kutta time integration and least-square gradient estimates (Pakmor
et al., 2016b). The exchanged fluxes across an interface are obtained by employing the Harten-Lax-
van Leer-Discontinuities (HLLD) Riemann solver Pakmor et al. (2011). Concerning the maximum
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timestep in the simulation, we need to account for the newly introduced effective adiabatic index
γeff, where γeffP = γthPth +γcrPcr, which modifies the speed of fast and slow magneto-acoustic modes.

Studies that are part of this thesis and include CRs (Ehlert et al., 2018, 2019) emulate streaming
via anisotropic CR diffusion and Alfvén heating (Sharma et al., 2009). As discussed in Sharma et al.
(2009), pitch angle scattering of CRs limits their drift velocity to the Alfvén speed, i.e. vd − vA =
c2/νLcr, where Lcr = Pcr/∇Pcr is the CR gradient length and ν is the CR pitch-angle scattering rate
(Kulsrud, 2005). In addition, CRs diffuse along magnetic field lines with diffusion coefficient κ̃ =
c2/(3ν) ∼ (vs − vA)Lcr, which makes the effect of diffusion negligible compared to streaming in the
strong scattering limit. Here, an effective diffusion coefficient can be approximated as κcr,A ∼ LcrvA.
The inclusion of explicitly streaming CRs (Thomas and Pfrommer, 2019) is left for future work.

The CR energy density equation is solved by passively advecting CR energy density with the
flow. In addition, the adiabatic source term Pcr∇ · v is calculated by employing Gauss’ divergence
theorem and exchanging respective fluxes across interfaces. Non-adiabatic source terms and active
CR transport are treated after evolving the homogeneous system by one timestep via the so called
method of operator splitting. First, we account for CR diffusion followed by computing hadronic and
Coulomb losses (Pfrommer et al., 2017). We now summarize implementation details of CR diffusion.
Followed by some details on the computation of CR losses.

Anisotropic diffusion

The equations governing CR diffusion are usually solved with an explicit time-integration scheme
(Booth et al., 2013; Hanasz et al., 2013). In the case of CR diffusion, these suffer from severely limit-
ing timestep sizes that scale quadratically with linear dimension of a resolution element. Therefore
a semi-implicit solver motivated by Sharma and Hammett (2011) is employed. To avoid expensive
global timesteps, the scheme is adopted for local timesteps. In addition, the solver ensures that CR
only diffuse from high abundance to low abundance regions in agreement with the entropy con-
dition ∆S ≳ 0 by employing a flux limited scheme as suggested in Sharma and Hammett (2007).
Implementation details are given in Pakmor et al. (2016a), which include required adaptations for
unstructured moving meshes. A brief overview follows.

The part of the evolution equation of CR energy density governing CR diffusion is given by

∂ϵcr

∂t
−∇ · [κϵb(b · ∇ϵcr)] = 0. (2.43)

We integrate over the volume and apply Gauss’ theorem to obtain (in discretized form)

∂ϵcr,i

∂t
− 1
Vi

∑
j

κij
(
bij · ∇ϵcr,ij

)
bij ·nijAij = 0, (2.44)

where the sum runs over all interfaces j of cell i, n is the normal vector of the interface and Aij

is its area. Solving this equation, requires knowledge of the magnetic field and CR gradient at the
interface. For this, gradients of quantities are estimated first at cell corners by using least-square
fits to interpolate/extrapolate values and corresponding gradients from values given at the center
of mass of adjacent cells. Here, extrapolation is unstable and requires special treatment as discussed
below. Values at interfaces are then generally computed via weighted averages (Pakmor et al., 2016a).
The magnetic field is computed following the outlined procedure.

The calculation of the CR energy density gradient is done separately for the part of the gradient
that lies normal to the surface of the interface ∇ϵcr,n and the part parallel to the interface. The
parallel component is again split while only the component that is parallel to the magnetic field
in the interface ∇ϵcr,t is retained as the perpendicular component cancels out. ∇ϵcr,t is estimated
from values of all corners that were not previously marked as problematic (where extrapolation was
required). To ensure that CRs only diffuse from regions with higher CR energy density to lower CR
energy density, ∇ϵcr,t is limited by a generalized van Leer limiter (van Leer, 1984).

On the other hand, two different methods exist to compute the gradient directed normal to the in-
terface ∇ϵcr,n. The simple normal gradient is estimated by interpolating from the values at the center
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of mass of both neighbouring cells only. If the position of center of mass and mesh-generating point
overlap, this estimate is quite accurate. However, in general this method will slightly underestimate
the true normal gradient. The full normal gradient is estimated analogously to the magnetic field
by taking weighted averages of the interpolated value estimates at the corners. Here, extrapolated
values are replaced with the simple normal gradient estimate.

Time integration is done separately for fluxes associated with the two CR gradient components
∇ϵcr,n and ∇ϵcr,t. The non-linearity inherent in the computation of ∇ϵcr,t necessitates the usage of a
explicit time integration. Thus, CR energy with fluxes associated with gradients in the interface are
advanced with an explicit Euler time integrator. In a second step, CR energy with fluxes associated
with gradients normal to the interface are advanced with an implicit backward Euler scheme. Con-
sequently, the method is termed semi-implicit time integration and allows solving CR diffusion on a
local timestep (Pakmor et al., 2016a).

Collisional loss processes

CRs propagating through a plasma lose energy during high impact parameter interaction with ther-
mal electrons and excitations of quantized plasma oscillations in low impact interactions. The later
also lead to a transfer of CR energy to the thermal gas. These two loss terms are summarized as
Coulomb losses. In addition, CRs collide inelastically with thermal protons to produce pions and
heat the gas in the process. These processes are referred to as hadronic losses.

Hadronic losses only affect the high-momentum regime and are then approximately indepen-
dent of momentum, which leaves the CR spectrum largely invariant. On the other hand, Coulomb
losses increase for decreasing CR momenta and more strongly affect CRs with small momenta. Con-
sequently, a spectral treatment is required. Here, we compute an equilibrium distribution of CRs
where CR injection balances both forms of losses. This is valid on timescales that are longer than
timescales of considerable variability during the injection process (Pfrommer et al., 2017). In the
following, we briefly summarize the derivation of this equilibrium CR distribution.

The kinetic energy loss of a proton with γ ≪ mp/me due to Coulomb losses is given by (Gould,
1972)

−
(

dEp(p)

dt

)
Coul

=
4πe4ne

meβc

[
ln

(
2mec

2βp

ℏωpl

)
−
β2

2

]
≡ ACoul

β
, (2.45)

where ωpl =
√

4πe2ne/me is the plasma frequency. To ease computation of the CR equilibrium distri-
bution later, the term βp in the Coulomb logarithm is replaced by its mean value for the spectrum
⟨βp⟩ = 3Pcr/(mpc

2nrc). Additionally, a CR cooling timescale due to Coulomb losses is defined as

τcr =
ϵcr

|dϵcr/dt|Coul
. (2.46)

CR protons that exceed the kinematic threshold of pthrmpc = 0.78 GeV/c collide inelastically
with thermal protons to mainly form pions. Neutral pions decay to gamma rays whereas charged
particles produce pions that decay into secondary electrons, positrons and neutrinos as detailed
in Equation (2.6). About 1/6 of the energy of these charged pions ends up in secondary electrons
and positrons. The hadronic losses of the CR population is independent of the exact CR proton
momentum and given by

−
(

dEp

dt

)
hadr

= nNσppKpmpc
3(γ − 1)θ(p − pthr ) ≡ Ahadr(γ − 1)θ(p − pthr), (2.47)

where σpp = 44.2mbarn is the total pion cross section (Pfrommer and Enßlin, 2004) (assuming a CR
distribution with spectral index α = 2.2), Kp is the inelasticity of the hadronic reaction (Mannheim
and Schlickeiser, 1994) and nN = ne/(1−XHe/2) is the target nuclear density in the ICM assuming a
primordial composition of XHe = 0.24. The Heaviside distribution θ is unity for positive values of
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its argument and zero otherwise. The respective CR cooling timescale due to hadronic losses is then
given by

τhadr ≡
ϵcr

|dϵcr/dt|hadr
. (2.48)

To compute the Coulomb and hadronic loss rates, we estimate an equilibrium spectrum. We look
for steady solutions of the Fokker Planck equation, i.e. ∂f /∂t = 0, governing the evolution of the CR
spectrum by considering (i) injection due to a power law spectrum in momentum, (ii) hadronic and
Coulomb losses and (iii) CR energy escape from the system. By assuming a sufficiently extended en-
vironment, we can neglect energy escape from the system. In addition, hadronic and Coulomb losses
are assumed to occur continuously on timescales τhadr and τCoul, rather than catastrophically. Finally,
hadronic and Coulomb losses are neglected in the low- and high-momentum regimes, respectively.
This results in a CR steady-state equilibrium spectrum for both regimes. They are combined asymp-
totatically at the intersection momentum where hadronic and Coulomb losses match to obtain the
final CR spectrum.

We then compute the corresponding equilibrium hadronic and Coulomb loss rates Λhadr and
ΛCoul, respectively. The CR energy density is depreciated due to these losses as

dϵcr

dt
= Λhadr +ΛCoul = −λcrneϵcr, (2.49)

or equivalently
Ecr(t) = Ecr(t0)e−λcrnet , (2.50)

where λcr = 1.022× 10−15 cm3 s−1 (Pfrommer et al., 2017).
Finally, we need to compute the gains of the thermal gas due to these collisional loss processes.

Coulomb interactions lead to the acceleration of thermal particles. Therefore, Coulomb losses are
completely transformed into heating of the gas. On the other hand, most hadronic losses escape
the system in the form of gamma rays and neutrinos. Only 1/6 of the remaining energy ends up
in secondary electrons whose fate depends on the electrons’ Lorentz factor. Mildly relativistic elec-
trons with γe ≲ 200 eventually thermalize their energy via Coulomb collisions while losses of highly
relativistic electrons with γe ≳ 1000 are dominated by synchrotron emission and Compton scatter-
ing. The mean energy of secondary electrons in hadronic processes is ⟨Ee±⟩ = mπ±c

2/4 = 35 MeV =
68 mec

2, which means that losses due to Coulomb collisions dominate. Therefore, the collisional
heating rate is given by Γth = −ΛCoul−Λhadr/6 = λthneϵcr, which results in a gain of thermal energy in
the form

Eth(t) = Ecr(t0)
(
1− e−λthnet

)
, (2.51)

where λth = 4.02× 10−16 cm3 s−1.
By definition, this description is valid if CR injection balances non-adiabatic cooling processes.

In addition, it provides a good approximation for freely cooling CRs in the absence of injection at
late times. However, deviations from equilibrium will introduce errors. Especially for a fresh CR
injection event, where initial Coulomb losses are expected to be substantially higher than captured
by the outlined treatment (Pfrommer et al., 2017). Here, spectral treatment of CR protons is required
in space and time as in Girichidis et al. (2020), which is deferred to future work.

2.6 Thesis overview

This thesis focuses on studying different aspects of AGN jet feedback in CC clusters. These are

• details of CR heating by a single jet injection event in Chapter 3 published as Ehlert et al.
(2018). In addition, we study the effect of magnetic fields on bubble stability. The conception
of the study was developed by CP, RW and me. The setup for the simulation was done by
myself and RW. I ran the simulations, analyzed them and prepared the manuscript. CP and
RW assisted with the preparation of the manuscript. All contributed to the discussion and
interpretation.
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• testing modeling assumptions of jet inflated bubbles to constrain bubble composition with
observations of the Sunyaev-Zel’dovich effect in Chapter 4 published as Ehlert et al. (2019).
The conception of the study was developed by CP and me. The setup for the simulation was
done by myself and RW. I ran the simulations and analyzed them. The analysis was partly based
on old script from a former study of CP (Pfrommer et al., 2005). I prepared the manuscript.
CP and RW assisted with the preparation of the manuscript. All contributed to the discussion
and interpretation.

• demonstrating the link between magnetic and velocity structures to encourage the usage of
numerical simulations to exploit this relation in their respective observables in Chapter 5 pub-
lished as Ehlert et al. (2021). The conception of the study was developed by CP, RW and me.
The setup for the simulation was done by myself. I ran the simulations and analyzed them. The
mock X-ray observations with XRISM were performed by RW. I prepared the manuscript. CP
and RW assisted with the preparation of the manuscript. All contributed to the discussion and
interpretation.

• implementation of cold accretion in arepo to study the dependence of accretion model, jet
efficiency and jet density on simulations of self-regulated feedback in Chapter 6 submitted to
MNRS and posted on arXiv as Ehlert et al. (2022). The conception of the study was developed
by CP, RW and me. The setup for the simulation was done by myself. I implemented the new
accretion model, ran the simulations, analyzed them and prepared the manuscript. CP and
RW assisted with the preparation of the manuscript. All contributed to the discussion and
interpretation.
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Simulations of the dynamics of magnetised jets and cosmic
rays in galaxy clusters 3
This chapter is an adapted version of the paper Simulations of the dynamics of magnetised jets and
cosmic rays in galaxy clusters published as Ehlert et al. (2018).

Part of this work has been presented in my master thesis (Ehlert, 2017). However, substantial
additional work detailed in the following was required before publication. The master thesis analyses
the influence of jet power and lifetime on jet morphology, stability and resulting CR distribution.
However, we realized that the jet energy is the crucial parameter while finishing up the thesis. To
make this a main point in our paper, all simulations had to be rerun with refined parameters and
analyzed. Most figures had to be redesigned from scratch to fit this new focus. Generally, we added
a subset of runs with a ten times higher mass resolution than previously published in the master
thesis, which required extensive testing. In addition, we added an analysis of our CR distributions
with regard to varying the acceleration threshold and jet energies to the appendix.

3.1 Abstract

Feedback processes by active galactic nuclei in the centres of galaxy clusters appear to prevent large-
scale cooling flows and impede star formation. However, the detailed heating mechanism remains
uncertain. One promising heating scenario invokes the dissipation of Alfvén waves that are gener-
ated by streaming cosmic rays (CRs). In order to study this idea, we use three-dimensional magneto-
hydrodynamical simulations with the arepo code that follow the evolution of jet-inflated bubbles
that are filled with CRs in a turbulent cluster atmosphere. We find that a single injection event
produces the CR distribution and heating rate required for a successful CR heating model. As a
bubble rises buoyantly, cluster magnetic fields drape around the leading interface and are amplified
to strengths that balance the ram pressure. Together with helical magnetic fields in the bubble, this
initially confines the CRs and suppresses the formation of interface instabilities. But as the bubble
continues to rise, bubble-scale eddies significantly amplify radial magnetic filaments in its wake and
enable CR transport from the bubble to the cooling intracluster medium. By varying the jet param-
eters, we obtain a rich and diverse set of jet and bubble morphologies ranging from Fanaroff-Riley
type I-like (FRI) to FRII-like jets. We identify jet energy as the leading order parameter (keeping the
ambient density profiles fixed), whereas jet luminosity is primarily responsible for setting the Mach
numbers of shocks around FRII-like sources. Our simulations also produce FRI-like jets that inflate
bubbles without detectable shocks and show morphologies consistent with cluster observations.

3.2 Introduction

The hot, X-ray emitting gas in cool-core (CC) clusters is expected to cool on time scales ≲ 1 Gyr.
The absence of observed large-scale cooling flows and low star formation rates suggests an efficient
heating process that balances cooling (Peterson and Fabian, 2006). The observed X-ray cavities in the
centres of clusters, which correspond to low density, hot bubbles inflated by jets from active galactic
nuclei (AGN), contain sufficient energy to heat the intracluster medium (ICM, Bîrzan et al., 2004,
2008). The correlation between jet power and cluster cooling rate supports the now established idea
of heating through an AGN that is powered by a supermassive black hole (SMBH) found in the centre

37
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of every cluster (McNamara and Nulsen, 2007, 2012). The exact mechanisms by which AGNs heat
clusters in a volume-filling fashion remains however unclear.

Proposed models for heating clusters include AGN-initiated weak shocks (Fabian et al., 2003;
Li et al., 2017; Martizzi et al., 2019a), sound waves (Sanders and Fabian, 2008; Fabian et al., 2017),
gravity waves (Reynolds et al., 2015; Bambic et al., 2018a), or mixing of hot bubble material with
the ambient medium (Hillel and Soker, 2016). Thermal conduction is likely relevant in the outskirts
of the cluster core but is locally unstable to thermal perturbations (Kim and Narayan, 2003; Soker,
2003) and thus unable to provide the global solution. However, anisotropic thermal conduction ren-
ders the ICM unstable to thermal buoyancy instabilities (in particular the heat-flux driven instability
in the core region of CC clusters, Quataert, 2008), facilitating mixing of the AGN energy input and
thereby increasing the coupling efficiency of feedback energy (Yang et al., 2016; Kannan et al., 2017).
Earlier models that suggest energy dissipation of strong shocks and turbulence volumetrically are
challenged by velocity measurements of the X-ray satellite Hitomi. Hitomi inferred velocities in the
ICM of the Perseus cluster of ≈ 150 km s−1 (Hitomi Collaboration, 2016). Kinetic energy is quickly
dissipated before it could reach cooling regions that are distant from the bubbles (Fabian et al., 2017).

As lobes of FRI-type jets (Fanaroff and Riley, 1974) rise buoyantly in the CC cluster atmosphere,
their pressure content reaches equilibrium with the ambient ICM. These lobes contain at most a
small admixture of thermal pressure, implying a dominant non-thermal pressure component with
CR protons being the likely candidate (e.g., Morganti et al., 1988; Croston et al., 2008, 2018). After
CRs have diffused from the lobes into the ICM, these CRs can excite Alfvén waves via the stream-
ing instability (Kulsrud and Pearce, 1969; Zweibel, 2013). The process of scattering on the waves
confines the CR population to move macroscopically close to the Alfvén speed in the ICM (Wiener
et al., 2013). The dissipation of the Alfvén waves through damping processes such as non-linear Lan-
dau or turbulent damping effectively transfers CR energy to thermal heat (Wentzel, 1971; Guo and
Oh, 2008). This provides a promising alternative heating mechanism in CC clusters (Loewenstein
et al., 1991; Guo and Oh, 2008; Pfrommer, 2013). Assuming steady state, a combination of central
CR heating and thermal conduction at larger radii can balance radiative cooling in a large sample
of CC clusters, suggesting a stable, self-regulated cycle of CR heating and radiative cooling (Jacob
and Pfrommer, 2017a,b). Idealised three-dimensional (3D) simulations show that self-regulated CR
feedback can smoothly heat the centres of clusters (Ruszkowski et al., 2017). The model depends
crucially on the interplay between CR transport and AGN bubble dynamics.

Simulations of AGN bubbles are able to reproduce the general morphology of observed X-ray
cavities (e.g., Churazov et al., 2001; Reynolds et al., 2001; Brüggen and Kaiser, 2001) and explain the
absence of radio synchrotron emission of so called ghost cavities (Enßlin and Brüggen, 2002; Brüggen
et al., 2002). In these earlier simulations, the bubbles are modelled as low-density cavities. Subse-
quent hydrodynamical (HD) simulations started inflating bubbles self-consistently via a subgrid jet
model (Sternberg and Soker, 2008b). On these scales, the jet is assumed to be sufficiently slow such
that non-relativistic HD can be used (but see Perucho et al., 2017). A propagating jet introduces sig-
nificant heating through the dissipation of the accompanying bow shock (e.g., Reynolds et al., 2002;
Brüggen and Kaiser, 2002).

However, first simulations showed a discrepancy between short disruption times of HD bubbles
(Churazov et al., 2001; Brüggen et al., 2002) and observed long-lived bubbles in the outskirts of clus-
ter cores (e.g., Fabian et al., 2000, 2011a). The issue can be alleviated with the addition of viscosity
(Reynolds et al., 2005; Sijacki and Springel, 2006), magnetic fields (Ruszkowski et al., 2007; Bambic
et al., 2018a), or modelling the stage of bubble inflation (Sternberg and Soker, 2008b). Jets dominated
by kinetic energy form radially elongated cavities at large radii. This is in contrast to observed, light
jets that are energetically dominated by CRs and lose momentum more quickly because of the lower
jet inertia. The CR pressure causes the jet to expand laterally and to displace more ICM at smaller
cluster-centric radii, naturally producing wider cavities near cluster centres in agreement with X-ray
observations (Sijacki et al., 2008; Guo and Mathews, 2011). This holds when CR diffusion is added
(Ruszkowski et al., 2008). Lobes inflated by jets in cosmological cluster simulations show deviations
from the initial jet axis due to bulk motions of the ICM and substructure (Heinz et al., 2006; Morsony
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Figure 3.1: Radial profiles of the gas for the initial conditions at 0 Myr (black) and the fiducial model at stated times. The
number density ne is volume-weighted, the temperature T is mass-weighted and the CR pressure Pcr as well as the ther-
mal pressure Pth are both volume-weighted. The CR-to-thermal pressure ratio Xcr is obtained by dividing both volume-
weighted quantities. The propagating jet is visible as a low-density and hot feature close to the cluster centre at 10 Myr.
The CRs are distributed within the inner 100 kpc and their profile drops off steeply at larger radii.

et al., 2010; Mendygral et al., 2012).
To explore the feasibility of Alfvén-wave heating in CC clusters, we simulate a single AGN jet

event leading to the formation and evolution of CR-filled bubbles in a turbulent, magnetised ICM.
We focus on the resulting CR distribution due to anisotropic diffusion as well as on the consequences
for cluster magnetic fields. By varying jet power and lifetime, we study general trends of the CR
distribution, lobe morphology and mixing efficiency.

The outline of our paper is as follows: in Section 3.3, we describe our initial conditions, numerical
modelling, and detail the different types of simulations. The general evolution of the jet and subse-
quent formation of the bubble is analysed in Section 3.4. In Section 3.5, we discuss the stabilisation
of the bubble due to magnetic fields and the influence of the bubble on the external magnetic fields
and mixing efficiency. The CR distribution and relevance of Alfvén heating is the topic of Section
3.6. In Section 3.7, we focus on the influence of jet power and jet lifetime on bubble morphology,
magnetic field structure and CR distribution, in particular in light of the FRI/FRII dichotomy. We
briefly summarise our results in Section 3.8. In Appendix 3.9.1, we detail our procedure for generat-
ing turbulent magnetic fields. Finally, in Appendices 3.9.2 and 3.9.3, we perform a resolution study
and assess how varying parameters of our subgrid CR cooling models impact our results.

3.3 Methods and simulation models

Here, we introduce our numerical set-up of the cluster model and the adopted magnetic structure
of the ICM. We employ magneto-hydrodynamical (MHD) simulations with the moving-mesh code
arepo (Springel, 2010) that evolves thermodynamic quantities of the gas on an unstructured mov-
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ing mesh defined by the Voronoi tessellation of a set of discrete points that initially obey a quasi-
Lagrangian distribution. Of particular importance for this work are our models for launching AGN
jets and CR transport, which we describe in detail here. An overview of our simulation models closes
this section.

3.3.1 Initial conditions

By analogy with Weinberger et al. (2017), we model the cluster density distribution with a Navarro-
Frenk-White (NFW) profile (Navarro et al., 1996, 1997) with virial radius1 R200,c = 2.12 Mpc, virial
mass M200,c = 1015 M⊙, and concentration parameter cNFW = 5. The electron number density ne is
modelled after the Perseus galaxy cluster and based on a double-beta profile fit to the de-projected
density distribution from X-ray observations (Churazov et al., 2003). In addition, the number density
is scaled in order to retain a gas fraction of 16% within R200,c:

ne = 26.9× 10−3

1 +
(

r

57 kpc

)2−1.8

cm−3

+ 2.8× 10−3

1 +
(

r

200 kpc

)2−0.87

cm−3.

(3.1)

The pressure in each cell is obtained from the assumption of hydrostatic equilibrium and the re-
striction that the pressure vanishes at a radius of 3 Mpc. Initially, we adopt a Cartesian mesh with a
box size of 1.5 Mpc that we iteratively refine to ensure similar mass content per cell. This yields an
adaptive mesh with smoothly increasing cell sizes towards larger radii.

Gravity is treated as a static background provided by a NFW dark matter distribution, neglecting
the effects of self-gravity and the gravitational interactions with the SMBH. We show radial profiles
of the initial conditions of the electron number density ne, temperature T , and thermal pressure Pth
in Fig. 3.1 (note that there are no CRs in the initial conditions).

To mimic a realistic ICM, we generate a Gaussian-distributed, turbulent magnetic field B (see
Appendix 3.9.1, for details). First, we lay down our initial magnetic field on a Cartesian mesh,
which needs to have a resolution that is smaller than the smallest (Lagrangian) cell size of our high-
resolution initial conditions, ∆x = 700 pc.2 Fourier transforming such a large Cartesian grid is nu-
merically not feasible. Thus, for our high-resolution simulation we set up three nested meshes, with
resolutions decreasing from the cluster centre. Generally, the magnetic field meets the following
requirements:

1. B is divergence-free: ∇·B = 0;

2. B follows a Kolmogorov spectrum in the inertial range for wave numbers larger than the injec-
tion scale kinj, and a random white noise power spectrum for k < kinj;

3. B2 is scaled at each radius to obtain a constant average magnetic-to-thermal pressure ratio of
XB,ICM;

4. B fields on different nested meshes do not interconnect.

The resulting cluster magnetic field is then interpolated from this nested mesh onto our adaptive,
smoothly varying mesh. To ensure pressure equilibrium in the initial conditions, we adopt tempera-
ture fluctuations of the form nkBδT = −δB2/(8π). We then relax our mesh to obtain a computationally
more efficient non-degenerate tessellation structure for arepo. However, this setup does not balance
the magnetic tension. The resulting turbulent motions initiate the decay of magnetic power. To

1We define the virial cluster radius as the radius at which the mean interior density equals 200 times the critical density
of the universe today.

2Note that the cells in the AGN lobe have a super-Lagrangian resolution with typical grid-size V 1/3 = ∆x = 188 pc in
our highest resolution simulations.
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reinitialize the prescribed magnetic-to-thermal pressure ratio, we rescale the temperature as well as
the magnetic field to the desired initial magnetic-to-thermal pressure ratio XB,ICM while maintaining
hydrostatic equilibrium.

The described procedure generates our initial conditions for simulations with a turbulent mag-
netic field. The initiated turbulence during the relaxation of the mesh initiates bulk velocities, which
remain part of the initial conditions. For our comparison simulations without a magnetic field, we
proceed as before, but set B = 0. Thus, the atmosphere remains turbulent through the presence
of initial flows and pressure irregularities. However, these runs show a lower degree of turbulence
than the runs with finite magnetic field as the magnetic tension can drive and sustain turbulence on
longer time scales.

As explained above, the stresses of the tangled magnetic field induce turbulent gas motions. In
the absence of a driver of turbulence (as in our simulations) the turbulence gradually dissipates and
the magnetic field strength and gas velocities decrease as a function of time.

3.3.2 Jet model

To study the influence of a SMBH-driven and CR-filled jet in a turbulent cluster environment, we
employ the jet model of Weinberger et al. (2017). Here, we provide a brief summary of the im-
plementation and describe modifications related to CR acceleration, CR cooling and the magnetic
isolation of the injection region.

The jet becomes active at time t after the last injection event at tinj when the available energy to
the jet, Ėjet(t− tinj), exceeds the required energy to redistribute the gas considering adiabatic changes
and inject a predefined amount of energy (thermal and non-thermal). When the jet is active, the
model identifies two opposing jet regions close to the black hole. A low density state (ρjet/ρICM ∼
10−4) is set up in pressure equilibrium with the surrounding medium. Mass and thermal energy are
redistributed to and from neighbouring cells to ensure mass conservation. If desired, a magnetic
field is included in a purely toroidal configuration. Due to gas flows in the bubble, the magnetic
field is reshaped, but maintains its helical morphology. After accounting for adiabatic losses, the
remaining jet energy is injected as kinetic energy to launch a bipolar outflow. To identify the bubble,
an advective scalar Xjet is used, which corresponds to the mass fraction of the jet material in the
cell. In the remainder of this work we refer to Xjet as jet tracer. The tracer is initialised in the jet
injection region with a value of Xjet = 1. The strong density contrast between bubble and cluster is
maintained through refinement criteria based on the density gradient and cell volume (for details,
see Weinberger et al., 2017). Throughout this work, we define lobe material to exhibit a jet mass
fraction Xjet > 10−3 and checked that the conclusions of this paper are invariant with respect to
variations of this choice.

The discrepancy between the inferred pressure of observed bubbles (via minimum energy argu-
ments of radio observations) and the ambient ICM pressure (as inferred from X-ray observations)
argues for a significant pressure contribution of CR protons that cannot directly be inferred by any
interaction process due to the very low bubble densities (Bîrzan et al., 2008; Croston et al., 2008;
Laing and Bridle, 2014; Croston and Hardcastle, 2014; Heesen et al., 2018). CRs could be accelerated
at internal shocks of jets (Perucho and Martí, 2007). The strong non-thermal emission in knots ob-
served in jets supports this mechanism (Worrall, 2009; Laing and Bridle, 2013; Duran et al., 2016).
As we do not resolve internal shocks explicitly, we treat CR injection in a subgrid model. As most
of the injected kinetic energy would immediately be thermalized, we instead ensure a minimum CR-
to-thermal energy fraction Xcr,acc = Ecr/Eth = 1 in every computational cell inside the jet/lobe for a
time τacc = 2τjet, where τjet is the jet lifetime. When varying τacc we find that the resulting dynamical
effects of late-time accelerated CRs (t > τjet) are negligible. This is an important difference in compar-
ison to Weinberger et al. (2017) where the bubble CR pressure is specified at jet launch and successive
CR acceleration in the jet is not accounted for, which yields a sub-dominant CR population.
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3.3.3 CR transport

CRs as charged particles are bound to stay on flux-frozen magnetic field lines. As the magnetic
field is transported alongside the gas, so are CRs. In addition to advection, CRs scatter on magnetic
fluctuations which leads to transport by diffusion and streaming relative to the rest frame of the gas,
mainly along the direction of the local mean magnetic field, which coincides with the large-scale
field (Pfrommer et al., 2017).

Anisotropically moving CRs in the frame of propagating Alfvén waves are unstable to the stream-
ing instability (Kulsrud and Pearce, 1969). These CRs resonantly excite Alfvén waves, which in turn
causes the CRs’ pitch angles to scatter and eventually to isotropize in the Alfvén frame (that moves
with speed vA). Hence, in galaxy clusters, the streaming velocity vs relative to the thermal plasma
corresponds approximately to the Alfvén velocity, i.e., vs − vA ∼ c2/(3νlcr), where ν is the pitch angle
scattering rate and lcr = Pcr/∇Pcr is the CR gradient length scale (Kulsrud, 2005). In addition, CRs
diffuse along field lines with a diffusion coefficient κ̃ ≡ c2/(3ν) ∼ (vs − vA)lcr, which makes diffusion
negligible compared to streaming in the strong scattering limit. Consequently, we introduce an effec-
tive CR diffusion coefficient κcr,A ∼ lcrvA that emulates the combined effects of streaming and spatial
diffusion (Sharma et al., 2009; Wiener et al., 2017).

Different damping mechanisms dissipate Alfvén waves, causing the streaming CRs in steady state
to continuously transfer part of their energy into heat via Alfvén wave heating with a rate

Hcr = |vA ·∇Pcr| . (3.2)

Note the dependence of the Alfvén heating rate on the CR pressure gradient. This directly relates
Hcr to the CR diffusion coefficient κcr,A in our effective model.

Following this self-confined picture, CRs are treated as a secondary fluid with adiabatic index
γcr = 4/3 (Pfrommer et al., 2017). We emulate streaming through a combination of anisotropic diffu-
sion and Alfvén losses (Wiener et al., 2017). Our CRs are advected with the gas and anisotropically
diffuse with a constant diffusion coefficient κ∥ = 1029 cm2s−1 along B and κ⊥ = 0 perpendicular to it
(Pakmor et al., 2016a). The particular value of κ∥ has been choosen so that it produces self-consistent
results in our simulations (as we will see later in Section 3.6.1).

The CR distribution in the lobes quickly becomes uniform as the magnetic field confines the
CRs initially to stay within the lobes. This leads to a negligible CR pressure gradient and hence an
insignificant Alfvén wave cooling rate inside lobes. In our simulations, insufficiently resolved steep
gradients at the lobe interface would lead to artificially large (numerical) cooling rates. We prevent
this by imposing a maximum jet tracer threshold Xjet,cool ≤ 10−3 for Alfvén wave cooling to be active
(for a discussion, see Appendix 3.9.3). Our simulations also include the cooling of CRs through
Coulomb and hadronic interactions (Pfrommer et al., 2017), which are however much smaller here
in comparison to Alfvénic losses.

Physically, the jet fluid is magnetically unconnected to the ICM. In order to study the evolution of
the diffusing CR distribution accurately, the jet launching region needs to be magnetically isolated
to prevent spurious diffusion at the resolution limit along field lines that connect the jet launch
region to the exterior ICM. Many individual injection events are present in our simulation, which
require accurate magnetic isolation before each individual event. To this end, we project out the
radial magnetic field components:

B→ [1− g(r)r̂r̂]B, (3.3)

where r̂ is the radial unit vector measured from the centre of our spherical jet launching region and
g(r) = 1− |cos(0.5π (x+∆x − 1) /∆x)| for 1−∆x < x < 1 +∆x, where x = r/rjet, ∆x = 0.25, and rjet is the
radius of the jet launching region. Jets are launched from two regions on opposite sides of the centre.
During the first injection event of a jet, the two bimodal jet regions are isotropically isolated, i.e.,
across the entire spherical surface (see equation 3.3). At all subsequent injection events while the jet
is active, only the bubble hemisphere closer to the SMBH is isolated in order to retain the velocity
structure in the direction of motion of the jet.
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Pjet XB,ICM XB,jet τjet κ∥ Ejet
[ergs−1] [Myr] [cm2 s−1] [1059 erg]
simulations with CRs
4× 1043 0.05 0.1 10 1029 0.13
4× 1043 0.05 0.1 25 1029 0.31
4× 1043 0.05 0.1 50 1029 0.63
1× 1044 0.05 0.1 10 1029 0.32
1× 1044 0.05 0.1 25 1029 0.79
1× 1044 0.05 0.1 50 1029 1.58
2× 1044 0.05 0.1 10 1029 0.63
2× 1044 0.05 0.1 25 1029 1.58
2× 1044 0.05 0.1 50 1029 3.15
4× 1044 0.05 0.1 10 1029 1.26
4× 1044 0.05 0.1 25 1029 3.15
4× 1044 0.05 0.1 50 1029 6.31
1× 1045 0.05 0.1 10 1029 3.15
1× 1045 0.05 0.1 25 1029 7.88
1× 1045 0.05 0.1 50 1029 15.77
simulations without CRs
2× 1044 0.05 0.1 25 0 1.58
2× 1044 0 0.1 25 0 1.58
2× 1044 0.05 0 25 0 1.58
2× 1044 0 0 25 0 1.58

Table 3.1: Jet parameters of the different models with combined jet power Pjet of the bipolar outflow, external magnetic-
to-thermal pressure ratio XB,ICM, jet magnetic-to-thermal pressure ratio XB,jet, time of activity of the jet τjet, CR diffusion
coefficient along the magnetic field κ∥ and jet energy Ejet = Pjetτjet. The lower part of the table corresponds to our control
runs without CRs, which are used for the analysis of the bubble stability. The fiducial run is marked in boldface.

3.3.4 Simulation models

Our MHD simulations are performed with the moving-mesh code arepo (Springel, 2010), using an
improved second-order hydrodynamic scheme with least-squares-fit gradient estimates and a Runge-
Kutta time integration (Pakmor et al., 2016b). The MHD fluxes across cell interfaces are computed
with an HLLD Riemann solver (Pakmor et al., 2011; Pakmor and Springel, 2013) adopting the Powell
scheme for divergence control (Powell et al., 1999).

The bubble evolution is studied in a set of simulations listed in Table 3.1. The jets are active
for a prescribed time τjet with a certain jet power Pjet. Our fiducial model corresponds to Pjet =
2 × 1044 erg s−1, τjet = 25 Myr, XB,ICM = 0.05, XB,jet = 0.1 and κ∥ = 1029 cm2 s−1. We use this model
in the analysis unless stated otherwise.

Sub-grid parameters and those responsible for the resolution of our simulation are given in Ta-
ble 3.2. In Weinberger et al. (2017), we showed that the distance travelled by bubbles depends on
the numerical resolution of the jet. Here, we focus on the previously dubbed high-resolution sim-
ulation. The numerical convergence of our results in comparison to lower resolution simulations is
discussed in Appendix 3.9.2. When we compare several simulation models with varying parameters,
we use the lower resolution simulations as this recovers qualitatively the same evolution of the jet at
a significantly lower computational cost.

If included in the lobes (Xjet > 10−3), CRs are generally accelerated for time τacc = 2τjet and we
use a conversion fraction from thermal-to-CR energy of Xcr,acc = 1. Reducing the fraction Xcr,acc only
changes the normalisation of our CRs but has no significant impact on the studied features. Also, a
much larger fraction of CRs is disfavoured as FRI jets are slowed down through the entrainment of
ambient material. A remaining population of shocks seems unlikely to accelerate significant portions
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Jet parameters
Jet density ρtarget 10−28 g cm−3

Jet launching region rj 5 kpc
CR acceleration Xcr,acc 1

Magnetic field parameters
Injection scale kinj 37.5−1 kpc−1

Resolution
Target mass mtarget,0 lower res.: 1.5× 106 M⊙

high res.: 1.5× 105 M⊙
Target volume V 1/3

target lower res.: 405 pc
high res.: 188 pc

Minimum volume Vmin Vtarget/2

Table 3.2: A summary of our adopted parameters of the simulation.
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Figure 3.2: The time evolution of the energy components of the lobe. The lobe is defined as cells with jet mass fraction
Xjet > 10−3. The thermal and CR energy are initially in equipartition. Later, CRs diffuse out of the lobe and thermal gas is
entrained, which leads to an overall increase in thermal energy after the jet becomes inactive.

of the entrained protons. The conclusions of this paper also remain robust against variations of τacc
as long as τacc ≥ τjet.

While magnetic tension initially generate significant levels of turbulence, this decays over the
run time of our simulation since we do not model large scale flows due to substructure (Bourne
and Sijacki, 2017) and neglect gas cooling, which also induces motions. In reality, the cooling gas
accretes onto the central SMBH, powering jets in this process, leading to highly variable jet powers
and lifetimes. Here, we instead decided to impose predefined jet energies to gain insight into the
parametric dependencies of mixing, morphologies and CR distributions more easily. We postpone
modelling of self-consistent jet injection through accreted cooling gas, which will enable us to study
the long-term stability of the CC cluster due to CR heating.

3.4 Jet and bubble evolution

First, we discuss the evolution of our jets and bubbles in terms of global quantities and with detailed
maps of thermodynamical quantities.



3.4. JET AND BUBBLE EVOLUTION 45

0

30

60

90

[k
p

c]

20 Myr

0

30

60

90

[k
p

c]

60 Myr

10−29 10−27 10−25

ρ [g cm−3]

10−13 10−11 10−9

εcr [erg cm−3]
10−7 10−5

B [G]

106 108 1010

v [cm s−1]

10−3 10−1

(∇× v)2 [Myr−2]

Figure 3.3: The mass density ρ, CR energy density ϵcr, magnetic field strength B, velocity v and vorticity squared (∇×v)2 of
the fiducial run are portrayed at times 20 Myr and 60 Myr. The images correspond to projections of thin layers (100 kpc×
60 kpc× 4 kpc) centred at (50,0,0) and weighted by cell volume except for the velocity, which is weighted by the density.
The grey contour corresponds to the jet tracer value Xjet = 10−3. The characteristic transition from jet to lobe becomes
evident.
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corresponds to the jet tracer value Xjet = 10−3.
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Figure 3.5: On the left, we show the mean magnetic field strength (blue) along a thin radially-aligned cylinder (r = 1 kpc)
through the bubble as a function of distance z to the stagnation point at 45 Myr. We mark the thin magnetic draping layer
with a filled blue contour and locate the extent of the bubble and its wake. To identify the extent of the bubble, the density
is overlaid (black dashed). On the right, we show the density and magnetic field strength. The arrows correspond to the
kinetic energy flux and the magnetic field directions, respectively, and the arrow length encodes the magnitude of these
variables. The images correspond to projections of thin layers (100 kpc×60 kpc×4 kpc) centred on the wake of the bubble.
The grey contour corresponds to the jet tracer value Xjet = 10−3. It becomes apparent that the magnetic field amplification
at the bubble surface is not due to the compression of gas but rather due to draping in the direction of movement. The
width of the draping layer corresponds to the theoretically predicted value of ≈ 2 kpc.

3.4.1 Global evolution

The jets are initialised with a dominant kinetic energy component. Through dissipation much of
this kinetic energy is quickly thermalized. This would lead to thermally dominated lobes, in con-
flict with X-ray observations. The subgrid acceleration scheme employed for CR maintains them in
equipartition with thermal energy until 2τacc. Thus, CRs share a significant fraction of the energy
and pressure in these simulations as shown in Fig. 3.2 which shows the time evolution of different
energy components in the lobes. The strong dissipation of the kinetic energy of the jets effectively
transfers kinetic energy into CR and thermal energy. Compared to the initial magnetic-to-thermal
pressure ratio in the jet XB,jet = 0.1, the ratio drops by more than an order of magnitude due to the
strong increase of thermal energy.

The thermal energy increases at later times whereas the CR energy decreases in Fig. 3.2. We adopt
a morphology-based definition of lobes with a jet mass fraction exceeding 10−3, which includes by
definition heavily mixed cells. Thereby, mixing leads to an increase of mass and thermal energy in
the lobes at later times. On the other hand, CRs continuously diffuse out of the bubbles, lowering
their total energy. Note that CR energy losses due to cooling in the bubbles is solely restricted to
the (almost negligible) hadronic and Coulomb losses as we suppress Alfvénic cooling in the bubble
region (see Section 3.3.3).

The evolution of the thermodynamic cluster profiles (Fig. 3.1) shows a decrease in density and an
increase in temperature at early times, which corresponds to the high thermal energy of the propa-
gating jet. Because this hot gas has such a low-density it remains invisible in X-ray maps, which is
in agreement with observations (e.g., Leccardi and Molendi, 2008). After the jet terminates and the
bubbles rise buoyantly, the mean thermodynamic profiles nearly recover the initial conditions.

3.4.2 Morphology

The jet driving phase and subsequent phase of buoyant rise of the bubble are portrayed in Figs. 3.3
and 3.4 at 20 Myr and 60 Myr for the fiducial run. Figure 3.3 shows various thermodynamic variables
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Figure 3.6: The mixing efficiency of the bubble for different magnetic field parameters of our lower resolution simulations.
On the top left, we show lobe-centred projections of thin layers (80 kpc×50 kpc×4 kpc) of the density with jet mass fractions
overlaid (Xjet = 10−3) for four simulations without CRs indicated above the panels. On the top right, the volume covered
by gas, dV /dlog(Xjet), with a given jet mass fraction Xjet is shown at 70 Myr for the same four simulations. The presence of
magnetic fields significantly suppresses mixing in the bubble. The bottom panels portray the normalised volume covering
fraction of a given jet mass fraction, V −1 dV /dlog(Xjet). On the bottom left, we vary the jet power at constant time of
jet activity τjet = 25 Myr. On the bottom right, we show bubbles inflated by jets of constant power Pjet = 2 × 1044 erg/s.
The peak of the volume fraction moves to the left for less energetic jets (decreased Pjet or τjet) indicating increased mixing
efficiencies for these jets. The lines are smoothed for clarity.
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projected in thin slices and Fig. 3.4 displays various energy densities, normalised to the total energy
density. This enables direct comparisons of the dynamical impact of the different components.

Initially, the jet penetrates into the ambient medium forming a bow shock at its tip. The shock
is visible in the first row of Fig. 3.3 as a discontinuity with increased density and velocity. The
continuous mass flux is deflected at the tangential discontinuity between the jet and shock. The
strong inflow expands horizontally and mixes with the shocked ICM gas streaming around the jet.
This leads to the creation of an extended, highly turbulent region with high vorticity, see Fig. 3.3.

After the jet is switched off at 25 Myr, the remaining directed kinetic energy flux thermalises and
catches up with the previously injected material forming a bubble, whose evolution is now solely
driven by buoyancy. The high contrast in density between the lobes and the ambient medium makes
the setup susceptible to the Rayleigh-Taylor instability. Thus, strong inflows develop in the wake
of the bubble. In the second row of Fig. 3.3, the developing strong vorticity and high velocities are
visible in the wake. They cause strong mixing of the bubble material with the ambient medium,
which is accompanied by an increase in density.

The low magnetic field strength renders it dynamically irrelevant in the bulk of the ICM (Fig. 3.4).
However, there are two cases where the dynamics amplifies the magnetic field to the point that
it plays a significant role for the evolution of the system: first, there is significant magnetic field
amplification in the wake of the bubble (Figs. 3.3 and 3.4). This is due to bubble-scale eddies that
converge in the wake and adiabatically compress the field and stretch it by the strong shear flows
that become evident in the vorticity map.

Second, the upwards motion of the bubbles in the ICM causes magnetic field lines of the IGM to
accumulate at the leading surface of the rising bubble, which is a tangential discontinuity (Pfrommer
and Dursi, 2010). These draped magnetic field lines lead to the suppression of Kelvin-Helmholtz
and Rayleigh-Taylor instabilities (see also Section 3.5.1, for a detailed discussion). The bubble is
eventually disrupted by strong uplifts of wake material, which are able to penetrate through the
centre of the bubble. If turbulence is absent the resulting torus structure remains stable on timescales
of > 100 Myr (Weinberger et al., 2017). In our simulations, the onset of a developing (deformed)
toroidal structure is visible after ∼ 70− 100 Myr (see Fig. 3.6). However, the turbulent asymmetrical
flow pattern of the uplift causes the break up of the lobe into two main pieces. If enough low density
material remains, the two cavities can continue to rise as two independent bubbles until the uplift
becomes too strong again and causes them to also break apart.

In addition to advection, CRs are allowed to anisotropically diffuse along magnetic field lines.
However, the draped magnetic layer on top of the bubble confines the CRs inside and prevents escape
ahead of the bubble. Instead, CRs are able to diffuse out of the lower part of the bubble along the
strongly amplified magnetic filaments, which are bent by the strong uplift and align with the jet axis
(see Fig. 3.3). The jet evolution and subsequent creation of the bubble is in excellent agreement with
previous work (e.g., Lind et al., 1989; Reynolds et al., 2002), suggesting that the addition of internal
and external magnetic fields as well as CRs does not change the overall evolution of the system.

3.5 Magnetic field evolution

In this section, we study the effect of magnetic draping at the bubble interface, amplification of
magnetic fields in the bubble’s wake, and the effect of magnetic fields on the mixing efficiency of the
bubble fluid with the ICM.

3.5.1 Magnetic draping and amplification

Objects moving at super-Alfvénic speed through a magnetised medium accumulate magnetic field
lines at their interface. This magnetic draping effect occurs only if the magnetic coherence scale is
sufficiently large, i.e., λB ≳ R/MA where R is the curvature radius at the stagnation point andMA
is the Alfvénic Mach number (Pfrommer and Dursi, 2010). In a steady state, the rate at which new
magnetic field lines enter this strongly magnetised sheath balances the rate at which magnetic field
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lines are advected over the bubble’s surface to eventually leave the draping layer. The magnetic
tension exerted by this draping layer slows down the object as the magnetic field is anchored in the
ICM in ideal MHD and thus acquires a large inertia (Dursi and Pfrommer, 2008). Moreover, draping
makes the object more resilient against interface instabilities of the Kelvin-Helmholtz or Rayleigh-
Taylor type (Dursi, 2007). This draping layer inhibits any particle transport across the bubble surface
such as CR diffusion (Ruszkowski et al., 2008), heat conduction by thermal electrons and momentum
transport or viscosity by thermal protons, which stabilises sharp temperature and density transitions
observed in the ICM (i.e., cold fronts) against disruption (Vikhlinin et al., 2001; Lyutikov, 2006; Asai
et al., 2007). Previous simulations acknowledge the stabilising effect of magnetic fields (Jones and
De Young, 2005; O’Neill et al., 2009; Bambic et al., 2018a). Here, for the first time, we present results
for the case of self-consistently inflated bubbles in a realistic turbulent magnetised environment.

Magnetic draping creates a layer of thickness l that is smaller than the curvature radius R of the
bubble at the stagnation point by (Dursi and Pfrommer, 2008):

l

R
=

1

6αM2
A

=
1

3αβγM2 =
1
3
B2

ICM

B2
max

, (3.4)

where α describes the magnetic-to-ram pressure ratio at the stagnation point (B2
max/8π = αρv2),MA

corresponds to the Alfvénic Mach numberMA = v/vA,M is the sonic Mach number, γ = 5/3 is the
adiabatic index and XB,ICM = β−1 is the thermal-to-magnetic pressure ratio in the upstream ICM. In
our simulations, XB,ICM = 0.05, we determine M ≈ 0.2 and take α ≈ 2 from Dursi and Pfrommer
(2008). Thus, we expect draping layer thickness l ≈ 2 kpc for a curvature radius R = 20 kpc at our
simulated bubble. This implies that we are able to numerically resolve the draping layer due to our
refinement prescriptions.

Figure 3.5 (left-hand panel) shows the magnetic field strength (blue line) along the stagnation line
of the bubble. At the bubble edge, which is clearly identified by the sharp increase in density (black
dashed), the magnetic field shows a pronounced narrow peak with width l ≈ 2 kpc. In agreement
with our theoretical predictions, the magnetic field rises from its mean value of BICM ≈ 5 µG to
Bmax ≈ 10 µG in the draping layer (see equation 3.4). In the magnetic field map (right-hand panel
in Fig. 3.5), a thin enhanced magnetic field layer is also visible that corresponds to the draping layer
surrounding the bubble. Consequently, we confirm that magnetic draping is an active process in
bubble dynamics in agreement with previous studies (Ruszkowski et al., 2007; Dursi and Pfrommer,
2008).

In the wake of the jet, magnetic field lines are stretched by differential motions and compressed
by converging downdrafts that compensate the upwards motion of the bubble. This process amplifies
magnetic fields in the wake and aligns field lines with the jet axis (Fig. 3.5), in agreement with
previous findings (O’Neill and Jones, 2010; Mendygral et al., 2012). This has important consequences
for the CRs, which are confined in the bubble by the draped magnetic field at the leading interface.
Hence, escape from the bubble only becomes possible in its wake as the converging eddies connect
the bubble interior magnetically with the ICM via the amplified magnetic filaments (see Figs. 3.3
and 3.5). As a result, CRs are conducted diffusively along the magnetic filaments towards the cluster
centre in the opposite direction to the CR pressure gradient (Fig. 3.3).

3.5.2 Mixing

In order to analyse the mixing efficiency for different magnetic field configurations, we use a suite
of simulations without CRs (bottom in Table 3.1) to solely focus on magnetic effects. As discussed
in the previous section, the effect of draping stabilises the bubble against early disruption from
interface instabilities. However, the draping layer only suppresses the growth of wave modes along
the direction of the mean field but not perpendicular to it. As the bubble rises in the cluster potential,
its surface is constantly warped and twisted by the turbulence, which causes incomplete alignments
of the external turbulent magnetic field with respect to the bubble surface. Possibly, magnetic fields
also cancel out through numerical magnetic reconnection. These effects likely compromise the effects
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Figure 3.7: Quantities related to CR transport in jet and lobe. We show the CR gradient length scale lcr = Pcr/∇Pcr, the
Alfvén velocity vA, the Alfvén cooling time scale of CRs, tA = lcr/vA, the instantaneous CR diffusion coefficient κcr,A =
vAlcr and the Alfvén heating rate Hcr = |vA ·∇Pcr| of the fiducial run at 20 Myr and 60 Myr. Here, we also display the
measured heating rate inside the lobes to illustrate the strong increase of Alfvén heating at the lobe edges due to the large
numerical CR pressure gradients there, which is for this reason suppressed in our simulations. The images correspond
to projections of thin layers (100 kpc × 60 kpc × 4 kpc) weighted with the volume and centred at (50,0,0). We only show
lcr, tA, κcr,A and Hcr in regions with ϵcr > 10−14 erg cm−3 to exclude an energetically subdominant CR population, which
has partially experienced numerical diffusion. The CR gradient is unavailable due to numerical reasons for individual
saturated cells which are shown with yellow. The grey contour corresponds to the jet tracer value Xjet = 10−3.
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Figure 3.8: Radial profiles of the Alfvén heating rate in the ICM due to CR streaming, Hcr (restricting ourselves to ICM
simulation cells with Xjet < 10−3 and using our lower resolution simulations). We compare our simulation to a spherically
symmetric, steady state solution in which CR heating (solid) and conductive heating (Hcond, dashed) balances radiative
cooling (Crad, dotted) in the Perseus cluster (Jacob and Pfrommer, 2017a). On the upper left, we show different radial
profiles at times 20, 30 and 50 Myr for our fiducial model. On the upper right, we compare profiles of jets with similar
energy (Ejet ≈ 1.58 × 1059 erg) but different Pjet and τjet: the heating rate profile is steeper for low-luminosity jets with
longer activity times. On the bottom left, we compare jets with varying luminosity but constant duration τjet = 25: while
the maximum heating radius scales with jet luminosity, there is no clear trend of Hcr with luminosity at smaller radius.
On the bottom right, we compare jets with constant jet power Pjet = 2× 1044 erg s−1 but varying jet activity time τjet: the
prolonged CR production and ability to diffuse back to the centre for longer times compensates for the greater extent of
the more energetic jets. The radial profiles generally correspond to volume-weighted averages.
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Figure 3.9: Weighted volume distributions and filling factors of the CR energy density ϵcr and the Alfvén heating rateHcr
of our fiducial simulation at 30 Myr. We show the weighted volume distribution of CR energy density ϵcrdV /dlog(ϵcr)
(top left) and CR heating rate densityHcrdV /dlog(Hcr) (top right), which characterize the isotropy of our CR distribution.
The arrows mark the minimum CR energy density and heating rate density necessary to cover 3σ (99.8%) of the CR energy
and heating power at that radius, respectively. Due to their similarity, we adopt a common value for the floor values
ϵcr,min = 10−12 erg cm−3 and Hcr,min = 3× 1028 erg cm−3 s−1 at all radii. In the bottom panels, we show the filling factor
of ϵcr andHcr for cells above these thresholds. Note that we suppress heating rates inside bubbles. The filling factor of the
lobes (Xjet > 10−3) is overplotted in the bottom left panel. The small filling factor of the lobes highlights the importance of
CR diffusion to isotropize CRs. The large volume filling factor of ϵcr and Hcr becomes evident for r ≲ 15 kpc, suggesting
that CR heating is isotropic at small radii.
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of draping temporarily for our complex simulations in comparison to idealised setups. In addition,
we model the effect of helical fields, which develop in the turbulent bubble from the initially toroidal
fields in the jet and also show stabilising effects (Ruszkowski et al., 2007).

The simulations in the top left panel of Fig. 3.6 show a case with internal helical and external
turbulent fields, two cases with either one of the two field configurations and one without any mag-
netic fields. Visually the morphology of the simulations including magnetic fields appear similar to
the ones without (accounting for projection effects). However, the density contrast within the lobes
is smaller in the simulation without magnetic fields, indicating that mixing is suppressed by either
the helical lobe field and/or draped external fields. This can also be seen in the top right panel of
Fig. 3.6, where we show the volume covered by a given jet mass fraction Xjet. Initially, the distribu-
tion peaks at Xjet = 1 and if the bubble was perfectly insulated the distribution would stay there. The
faster the distribution moves to lower values of Xjet, the more efficiently does the bubble material
mix with the ICM. Conversely, a slow evolution indicates a significant suppression of mixing. Ac-
counting for magnetic fields in the ICM, which enables magnetic draping, shifts the filling factor to
higher values of Xjet indicating an insulating effect of draping and preventing fast mixing. In reality,
this suppression of mixing should be even higher as the driven external turbulence is weaker in the
case without magnetic fields in comparison to the case of ICM magnetic fields (see Section 3.3) since
turbulence amplifies mixing (e.g., Ogiya et al., 2018).

Similarly, our simulation with purely internal helical magnetic fields suppresses mixing in com-
parison to the case without B. This suggests that our case with internal and external fields should
show an even smaller degree of mixing in comparison to either of the two individual cases with a sin-
gle magnetic component. However, there is only a slightly smaller jet mass fraction retained in this
double-magnetic case in comparison to the internal field case (Fig. 3.6). The loss of stability in the
case of the additional draping layer can be explained with the increase in driven external turbulence
for a magnetized ICM.

In the lower left panel of Fig. 3.6, we compare runs with constant jet lifetime (τjet) but varying jet
power (Pjet). We find a decrease in the mixing efficiency for jets with higher power in agreement with
Brüggen et al. (2002). Our normalisation ensures comparability across differently sized lobes. The
high-power jets penetrate the inner region of the ICM as highly collimated outflows. Their disruption
occurs further out in the cluster atmosphere where the magnetic fluctuations and thereby the level
of turbulence is lower. This environment impedes mixing in comparison to low-power jets which
get disrupted inside the highly turbulent cluster centre. In addition, Rayleigh Taylor instabilities
should arise later for larger cavities (higher power jets at constant τjet) as the growth time scale of
the instability increases for larger scales. This argument is confirmed when we compare simulations
with varying τjet, but constant jet power (lower-right panel Fig. 3.6). Here, the larger cavities (larger
τjet) remain more stable. We conclude that less energetic jets (decreased Pjet or τjet) show increased
mixing efficiencies of lobes with the ICM.

3.6 Cosmic ray evolution

After discussing the magnetic structure at the rising bubbles, we now turn our attention to the distri-
bution of CRs. First we examine the diffusive transport of CRs and then detail Alfvén wave heating
by CRs.

3.6.1 CR diffusion and streaming

As discussed in Section 3.3.3, we model active CR transport via the anisotropic diffusion approxima-
tion to emulate CR streaming (see also Sharma et al., 2009). To this end, we include CR energy losses
through Alfvén cooling and adopt a constant parallel diffusion coefficient (κ∥ = 1029 cm2 s−1) so that
it approximately matches the instantaneous CR diffusion coefficient κcr,A ≡ lcrvA in the ICM.

This choice for κ∥ is examined in Fig. 3.7, which shows projections of thin layers of different
quantities related to CR transport. As expected, the CR population has a large CR gradient length
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lcr in the bubble (except for the boundary) as the CR population quickly reaches a homogeneous
distribution for our choice of κ∥. Outside the bubble, lcr drops quickly. The behaviour is echoed by
the Alfvén velocity vA: inside the jet (and bubble) it attains values up to 104 km s−1 owing to the
low density and comparably large magnetic field whereas it fluctuates around a value of 102 km s−1

in the ICM. The distribution of Alfvén cooling times, tA = lcr/vA, is a direct consequence of this: tA
drops from values of ≈ 1 Gyr inside the bubbles to values ranging from 10−30 Myrs, comparable to
typical jet duty time scales (e.g., Vantyghem et al., 2014; Turner, 2018).

The combination of high vA and lcr inside the bubble leads to a large value of the instantaneous
CR diffusion coefficient κcr,A ≈ 1032 cm2s−1. While this is much larger than our adopted constant
diffusion coefficient of 1029 cm2s−1, the CR distribution in the bubble is already homogeneous as can
be seen in the CR energy density in Fig. 3.3; increasing κ∥ further would not alter our results. Outside
the bubble, the diffusion coefficient drops by three orders of magnitude to κcr,A ≈ 1029 cm2s−1. There,
the CRs are magnetically unconfined and the value of the diffusion coefficient becomes crucial for
accurately capturing the dynamics, justifying our choice of κ∥.

The small CR length scale lcr at the bubble interface combined with a high Alfvén velocity de-
creases the Alfvén cooling time tA significantly to values of order 1 Myr. This would increase the
Alfvén heating rate at the edges and drain a significant amount of CR energy from the bubble. In
reality, the CR gradient would instead be smoothed out on the short Alfvénic crossing time across the
jet and stay flat during inflation of the bubble and its evolution thereafter. This explains our initial
choice of limiting Alfvén cooling to regions outside the bubble (Xjet < 10−3) as a numerical safeguard
to prevent numerically-induced CR cooling.

We discuss in Section 3.5 that CRs can only escape through the lower part of the bubble. As
they are conducted out of the bubble they remain confined to the magnetic field. Consequently,
the vertically oriented, magnified magnetic field lines are traced by the Alfvén heating rate. This
demonstrates the importance of simulating the exact structure of the magnetic field in the vicinity
of the bubble. It will be interesting to see how substructure induced motions and radiative cooling
influence this result.

3.6.2 CR distribution and Alfvén wave heating

In Fig. 3.8 (upper left panel) we show the radial profile of the Alfvén heating rate (Hcr) of our fiducial
model at different times during and after the jet lifetime τjet = 25 Myr. In agreement with our sub-
grid model of CR Alfvén cooling in bubbles and in order to focus solely on the heating of the ICM,
we impose a jet tracer threshold of Xjet < 10−3 to exclude artificially high cooling rates within the
bubble. The result is robust up to factors of two when we vary the jet tracer threshold by an order
of magnitude. We compare our simulated Alfvén heating rates to theoretical predictions by Jacob
and Pfrommer (2017a) for the Perseus cluster who found steady-state solutions in which the heating
rates due to Alfvén heating (at small radii) and thermal conduction (at larger radii) balance radiative
cooling. Our simulated Alfvén heating rates are in good agreement with the theoretical predictions
up to 30 Myr after jet launch with details depending on parameter choices as we will now discuss.
At later times, newly launched jets are expected to replenish the CR energy reservoir, which has then
significantly cooled via Alfvén wave losses.

The overall shape of the radial profile ofHcr is determined by the jet energy, power and lifetime.
For efficient CR heating in the centre of clusters, the exact value of the jet energy Ejet proves to be
crucial: if it is too small there is not enough CR energy injected and the induced heating rate cannot
balance radiative losses of the gas. On the other hand, if the jets are too energetic they pierce out of
the cluster centre and reach the outskirts of the core, which makes it difficult for CRs to diffuse back
to the origin and to maintain a large heating rate.

For jets with Ejet = const. but varying luminosity and lifetime, the profiles differ slightly (Fig. 3.8,
top right panel). The heating rate profile is steeper for low-luminosity jets with longer activity times.
This is because low-luminosity jets are more quickly decelerated by the inertia of the ambient ICM
and CRs have more time to diffuse back towards the cluster centre where they sustain a larger central
heating rate.
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Figure 3.10: Density projections for our lower resolution simulations with varying jet parameters. We show a full pro-
jection of the jet tracer-weighted density at 70 Myr. The jet activity time increases from top to bottom and the jet power
increases from left to right as indicated. Jets with similar energy are ordered along diagonals from the bottom left to the
top right. The scale bar corresponds to 20 kpc in all panels and decreases from left to right but stays constant along diag-
onals with Ejet ≈ const.
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Figure 3.11: Same as in Fig. 3.10 but for the jet tracer-weighted CR energy density ϵcr. Even for bubbles with low density
contrast (top left) there is significant CR energy density released into the ICM.



58 CHAPTER 3. MAGNETISED JETS AND COSMIC RAYS IN GALAXY CLUSTERS

20 kpc

10
M

y
r

4× 1043 1× 1044 2× 1044 4× 1044 erg s−11× 1045

25
M

y
r

50
M

y
r

10−7 10−5

B [G]

Figure 3.12: Same as in Fig. 3.10 but for the jet tracer-weighted magnetic field strength B. The red envelope surrounding
the bubbles clearly show magnetic draping and magnetic fields in the wake of bubbles are strongly amplified. Note that
the weighting procedure enhances the magnetic field in the wake of the bubble.
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Figure 3.13: Same as in Fig. 3.10 but for the Mach numberM that was weighted with the energy dissipation rate at the
shocks. We overplotM projections of two snapshots, at 5 Myr and 20 Myr. Here, projections have constant dimensions of
80 kpc×60 kpc×60 kpc centred at (40-0-0). Low-power jets show at best small Mach numbers whereas the Mach numbers
of high power-jets decrease quickly with time. These characteristics are in agreement with observations of FRI and FRII,
respectively.
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Figure 3.14: Distance of jet travel vs. jet energy of our lower resolution simulations. The jet distance djet for individual
jets is defined as the distance from the SMBH to the point to which half the jet mass Xjetm (of the upper hemisphere) has
travelled (typically situated inside the lobe). We show the average distances of the upper and lower jets for every individual
simulation (hexagons) and the error bar denotes the ranges for the two individual jets. There is a clear correlation of jet
distance and energy at each of the three different simulation times (indicated by colour). The vertical (light blue) lines
correspond to the three simulations shown in the left panel of Fig. 3.15.

Jets with constant τjet exhibit an increasing heating radius with increasing Pjet (Fig. 3.8, bottom
left panel). A larger jet luminosity corresponds to enhanced CR production (at τjet = const.) while
the jet also pushes to larger radii. At small radii there is a larger variance of Hcr because of the fast
CR transport to large radii in the jet which competes with the backwards CR diffusion and advection
towards the dense cluster centre. Jets with Pjet = const. produce almost self-similar Hcr profiles that
scale with the amount of injected CR energy (Fig. 3.8, bottom right panel).

A successful heating mechanism in CC clusters is not required to act isotropically throughout the
entire core region. However, as cooling material falls to the centre, eventually it should be heated
at some inner radius (McNamara and Nulsen, 2012), which poses requirements for the isotropy of
the proposed heating mechanism at small radii. To examine the volume-filling of CR heating in our
simulations, we first show the volume distributions of CR energy density and Alfvén-heating rate in
the top panels of Fig. 3.9. Diffusion leads to a shallow CR floor in the cluster centre and beyond at
later times. To quantify the degree of CR isotropy, we define a minimum amount of the CR energy
density and Alfvén heating rate by requiring that 3σ (99.8%) of CR energy and Alfvén heating power
are above these floor values, respectively.

For each concentric shell of radius r, we display the volume fraction covered by cells with ϵcr (or
HA) above these floor values and normalise it to the volume of the shell at this radius (bottom panels
of Fig. 3.9). While the bipolar jets transport CRs mainly along the jet axes, subsonic CR advection and
diffusion strongly limit lateral transport of CRs within a CR cooling time at large radii (r ≳ 15 kpc),
precluding isotropic heating there. In contrast, Alfvén-wave heating is almost isotropic at small radii
(r < 15 kpc).

In fact, observations favour a smooth heating process with only minimal temporal over-heating
or -cooling (Fabian, 2012). Our simulations reproduce this property as we deduce from the evolution
of the pressure and temperature profiles in Fig. 3.1. The profiles show little variance after the initial
perturbation in temperature and density due to the propagating jet at 10 Myr.

The match of Hcr in our simulations to the steady-state solutions (Jacob and Pfrommer, 2017a)
validates that dynamically evolved jets with plausible parameters can distribute CRs sufficiently
well to successfully balance the radiative cooling losses of the ICM via CR heating on timescales
t ≲ 30 Myr. Future simulations including gas cooling and jet injection coupled to accretion will
scrutinise the feasibility of the model on long timescales and whether it is self-regulating.
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Figure 3.15: The evolution of the total CR energy as a function of jet energy for three different jet luminosities of our lower
resolution simulations. On the left, we show the CR energy Ecr as a function of time normalised to its maximum value
Ecr,0. During the jet stage, the CR energy increases steadily until τacc after which it decreases as a result of escaping CRs
that suffer Alfvén wave losses in the ICM. On the right, we show the CR energy Ecr as a function of total jet energy Ejet
for different simulations at three different times (colour coded). A linear fit to each of the three simulation times is shown
with dashed lines and describes the simulations well. The significant scatter towards small jet energies corresponds to the
increased mixing efficiency for these systems. The vertical (light blue) lines correspond to the simulations shown in the
left panel.

3.7 Parameter study

The following parameter study focuses on jet power and lifetime. Here, we will show that instead
of these two parameters, jet energy appears to be the most important parameter for determining
jet morphology, CR distribution and magnetic field structure, whereas the jet power determines the
maximum attainable Mach number.

3.7.1 Bubble morphology

In Fig. 3.10, we show how the bubble morphology changes with varying jet parameters at 70 Myr.
While the jet acceleration of CRs in our subgrid model is still ongoing for jets in the bottom row, the
resulting dynamical effects of this late-time acceleration (t > τjet) are negligible. Jet lifetime increases
from top to bottom and jet power increases from left to right. Jets with similar energy are ordered
along diagonals from the bottom left to the top right. In order to identify the highly anisotropic
features of the bubble, Figs. 3.10, 3.11, and 3.12 show projections weighted with the jet tracer mass
fraction Xjet. Additionally, we show in Fig. 3.13 the Mach number M weighted with the energy
dissipation rate at the shocks. Note that we assign a minimum value of Xjet = 10−10 to every cell to
also display the background. The projection depth corresponds to the projection width.

We see that jet energy is responsible for setting the overall bubble morphology. Bubbles inflated
with a low-power jet with a long activity time resemble bubbles originating from jets with high power
but shorter lifetimes. In Fig. 3.14, we show the mean distance travelled by the jet as a function of
the jet energy at three different times. We find a power-law relation djet ∝ Eα

jet with α ≈ 0.4. Jets
with the same energy reach similar heights, confirming the correlation. Because different jets with
Ejet = const. produce bubbles of similar sizes, this implies comparable Rayleigh-Taylor lifetimes (see
Section 3.5.2).

Low-energy jets inflate smaller lobes (Fig. 3.10, to the upper left), which terminate at lesser
heights. They are deflected from their original jet trajectories and show clear signs of ongoing mix-
ing (as indicated by the low density contrast with the ICM). These are the signatures of FRI-type jets
according to the Fanaroff-Riley (FR) classification (Fanaroff and Riley, 1974). Increasing jet energy
(top left to bottom right) results in jets that penetrate the ICM to larger distances from the cluster
centre. They propagate mostly along the original jet direction and can sustain high-density contrasts
for longer times. These properties resemble jets of the FRII-type category.
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Producing realistic FRI jets in simulations requires resolving the radius of the jet with ≈ 10 cells
(Anjiri et al., 2014), which is difficult to achieve in our large-scale simulations for our low-power
jet models. In these idealised jet simulations the occurrence of low-power FRI-type jets is then at-
tributed to the development of a turbulent structure rather then terminal shocks as in the case of
high-power FRII jets. The jet power that marks a threshold between these jet categories is given
by Pjet ∼ 1043 erg s−1 according to simulations (Massaglia et al., 2016). Here, we can confirm that
FRI-like jets are obtained in our simulations, albeit at a somewhat higher threshold luminosity. We
address this point in Appendix 3.9.2 and find that while this threshold luminosity decreases with
increasing numerical resolution, general properties regarding distribution of magnetic fields, CRs
and heating rates remain qualitatively similar. Most importantly, we find that jet energy appears to
be the leading variable to distinguish between the main FR jet features. Alternative scenarios for
the origin of FRI jets include de-focusing due to a magnetic kink instability in the jet (Tchekhovskoy
and Bromberg, 2016), mixing due to Kelvin-Helmholtz instabilities in sheared relativistic flows (e.g.,
Perucho et al., 2010) and mass entrainment from stellar winds (e.g., Wykes et al., 2015).

We leave detailed morphological studies of bubbles in cooling clusters that are generated through
the interplay of accretion and jet launch for future studies. Additionally, the interaction of subse-
quent generations of bubbles may play a key role as they may merge and form large outflowing
cavities (Cielo et al., 2018). Finally, the jet lifetime cannot be arbitrarily increased to form ever larger
bubbles as these will inevitably fragment, generating multiple disconnected bubbles in a turbulent
environment (Morsony et al., 2010).

3.7.2 CR distribution

Looking at the distribution of CR energy density, ϵcr, in Fig. 3.11, it becomes apparent that ϵcr is
more homogeneous than the density across our models. This means that even if there is no visible
cavity due to low contrast in X-rays, there may still be a substantial CR population that is responsible
for efficient Alfvén wave heating.

The previously described trend that low-energy jets form bubbles that are easily deflected and
dispersed early-on translates to a very centrally localised CR distribution with a high degree of
isotropy (Fig. 3.11). Conversely, high-energy jets develop bubbles that stay intact out to large dis-
tances. CRs continuously diffuse out of the bubble but the majority of the CR energy is transported
to large radii. This makes low-energy jets more efficient in heating the fast-cooling cluster centres.
These low-energy systems have a larger mixing efficiency and their bubbles remain in the central
regions of the cluster (Mukherjee et al., 2016).

The sequence of CR acceleration, bubble disruption, diffusive CR escape, and successive Alfvén
cooling is expected to reflect on the available CR energy for individual jets (Fig. 3.15). Interestingly,
we observe a linear correlation between CR energy and the total jet energy. When considering a
sample of jets with the same energy, the jet with the longest lifetime τjet will accelerate CRs for longer
periods of time. As CRs cool over time, the low-power (high-lifetime) jet is expected to maintain a
larger CR energy, which explains the scatter at constant energy in Fig. 3.15.

Another source of scatter in the linear relation is due to the difference in mixing efficiency for jets
with variable jet power. The left panel of Fig. 3.15 exemplifies this point as it shows the normalised
CR energy for jets with constant lifetime but varying jet power. During the jet stage, the CR energy
increases as kinetic energy is dissipated and transferred to CR energy until τacc. Afterwards, CR
energy decreases as a result of escaping CRs that suffer Alfvén wave losses in the ICM. A decrease in
jet power implies a decrease of CR energy in the entire cluster. As discussed in Section 3.5.2, low-
power jets mix more efficiently, which results in earlier disruption times of the lobe and thereby an
earlier onset of CR cooling.

3.7.3 Magnetic field structure

The magnetic field structure shows the draping layer wrapped around the bubbles in most of the
different jet simulations (Fig. 3.12). Even though the draping layer lies outside the bubble interface
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with the ambient ICM, the numerically diffused advective jet tracers still highlight this feature. Con-
sequently, the jet tracer-weighted projection leads to apparent amplification ratios of > 2. However,
the actual ratios are on the order of ∼ 2 as discussed in Section 3.5.1. In some exceptional cases,
the draping layer remains absent. This is due to the turbulent nature of the ICM that causes per-
turbations in the trajectory of the bubble and generates a corrugated bubble interface as the bubble
expands into a region of lower ambient pressure. The local change of propagation direction forces
the bubble to accumulate a new draping layer. In addition, numerical reconnection of magnetic field
lines in the turbulent environment may temporarily erase the draping layer as fields of different
polarity accumulate in the layer.

We observe strongly amplified magnetic filaments in the wakes of every bubble, which reach
field strengths up to 30 µG. These elongated filaments align approximately along the jet axis and
point back to the cluster centre to which they conduct the diffusing CRs. These strongly magnetised
magnetic structures resemble observed Hα filaments in CC clusters.

As we have seen, a large fraction of the jet tracers is mixed with the ICM in the wake of the jet.
This causes the magnetic field in the region to be significantly enhanced compared to the surround-
ing magnetic field. Due to this effect the contrast in magnetic field strength between wake region
and ICM increases for larger projection box sizes (bottom right of Fig. 3.12).

3.7.4 Shocks and Mach numbers

Most observed Mach numbers of expanding lobes that reside in CC clusters are observed to be at the
order ofM∼ 1 (McNamara and Nulsen, 2007). Using a shock finder in arepo (Schaal and Springel,
2015), we detect and characterise the bow shock that is driven into the ICM by the propagating lobes.
In Fig. 3.13, we show projections of the Mach numbers of this bow shock, weighted with the energy
dissipation rate at two different times, at 5 Myr and 20 Myr.

The shock strength scales with the jet power as expected. At 5 Myr, the lobes of low-power
jets (≤ 2 × 1044 erg s−1) predominantly exhibit Mach numbers M ≲ 1.5, similar to observations.
In contrast, the lobes of high-power jets (> 2 × 1044 erg s−1) exhibit strong Mach numbers M > 4.
However after 20 Myr those have already decreased to values ofM∼ 2− 3. After the jet is switched
off, only individual cells exhibit Mach numbersM > 1. Thus, even our lobes from high-power jets
only exhibit high Mach numbers for a short period of time and low-to-intermediate Mach numbers
for most of the time the jet is active. We conclude that our simulations successfully reproduce the
observed low Mach numbers for the lobes of low-power jets.

3.8 Conclusions

Using 3D MHD simulations with the moving-mesh code arepo, we study the evolution of magnetised
and CR-filled jets in an idealised Perseus galaxy cluster. Following the jet-driven inflation of under-
dense bubbles, we study their buoyant rise in the cluster atmosphere and how they interact with
a turbulent cluster magnetic field. The bubbles are exposed to interface instabilities which finally
disrupt the bubbles and enable initially confined CRs to diffusively escape and to heat the ambient
ICM. Here we summarise our main findings:

• The accumulation of magnetic fields at the bubble interface as a result of buoyant bubble
motion relative to the ambient ICM stabilises the bubble against the turbulent environment,
suppresses Kelvin-Helmholtz instabilities, and reduces the mixing efficiency. Internal helical
magnetic fields show a similar effect.

• We find that a decrease in jet power and/or in total jet energy increases the mixing efficiency
of the jet.

• CRs inside the bubbles are confined by the draped magnetic field that inhibits diffusion across
the bubble surface.
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• In the wake of the bubble, the magnetic field is strongly amplified and adiabatically com-
pressed by converging inflows that are compensating the upwards motion of the bubble. Dif-
ferential motions stretch the magnetic field so that it becomes filamentary and aligned along
the jet axis. These strongly magnetised filaments acquire strengths of 30 µG and resemble
observed Hα filaments in clusters. We postpone a detailed study to future work.

• These radial magnetic filaments connect the bubble interior to the ambient ICM, and allow
CRs to diffusively escape into the ICM and heat the surrounding medium. Our simulated
radial profiles of the CR-induced Alfvén wave heating rate match CR heating rates predicted
by steady-state models of CC clusters extremely well (Jacob and Pfrommer, 2017a). Inside a
radius r ≲ 15 kpc, we find a volume-filling CR distribution that generates isotropic Alfvén wave
heating, which is necessary for solving the cooling flow problem at the centres of clusters. The
temporal evolution varies significantly such that time-dependent modeling becomes crucial.

• A parameter study of different jet simulations with varying jet lifetime and jet power reveals
that the jet energy is the critical parameter for determining the overall bubble morphology and
CR distribution. Magnetic draping as well as the strong filamentary magnetic field amplifica-
tion in the wakes is ubiquitous in our sample.

• We find a high degree of coherence and decreasing mixing efficiency with increasing jet ener-
gies. This finding and the observed low Mach numbers show that we can reproduce the main
features of both, FRI and FRII-like jets: FRII jets exhibit bipolar, lobe-brightened morphologies
with high density contrasts that power high Mach numbersM ∼ 4 in the ICM at early times.
On the other hand, FRI jets are characterized by lower density contrasts, show more deflected
and corrugated bubbles that generate a laterally more expanded CR distribution at the centre,
and do not drive detectable shocks into the ICM.

These results encourage further studies of the impact of CR-filled AGN bubbles on radiatively cooling
CC cluster atmospheres. Accounting for accretion onto SMBHs and successive jet formation will
enable us to find out whether we can obtain a self-regulated CR heating-radiative cooling cycle.
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3.9 Appendix

3.9.1 Magnetic Field Generation

The external turbulent magnetic field follows a Kolmogorov spectrum in agreement with observa-
tions (Bonafede et al., 2010; Kuchar and Enßlin, 2011). The generation of the initial conditions for
the magnetic field follows largely Appendix A in Ruszkowski et al. (2007). The Gaussian-distributed
random magnetic field with vanishing mean (⟨B⟩ = 0 but

√
⟨B2⟩ , 0) is set up with a Kolmogorov

power spectrum in Fourier space. The magnetic field is scaled to ensure a shell-averaged constant
magnetic-to-thermal pressure ratio XB,ICM = PB/Pth throughout the cluster. The three components
of the magnetic field Bi (i ∈ {1,2,3}) are treated independently to ensure that the final distribution
of B(x) has a random phase. The large discrepancy between minimum cell size and computational
box size necessitates the interpolation of fields from multiple nested Cartesian grids with increasing
resolution onto our initial setup.
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First, we compute Gaussian-distributed field components that obey a one-dimensional power
spectrum Pi(k), given by Pi(k) ∝ k2|B̃i(k)|2, with

|B̃i(k)|2 =


A, k < kinj,

A

(
k

kinj

)−11/3

, kinj ≤ k,
(3.5)

where A is a normalisation constant, k = |k|, and kinj is the injection scale of the field. Modes on large
scales (k < kinj) follow a random white-noise distribution while modes in the inertial range (k > kinj)
obey a Kolmogorov power spectrum. For each magnetic field component, we set up a complex field
such that

[ℜ(B̃i(k)),ℑ(B̃i(k))] = [G1(Λ1,Λ2,σk),G2(Λ1,Λ2,σk)], (3.6)

where Λ1 and Λ2 are uniform random deviates so that the function Gi(Λ1,Λ2,σk) (i ∈ {1,2}) returns
Gaussian-distributed values with standard deviation σk = B̃i for every value of k. We then normalise
the spectrum to the desired variance of the magnetic field components in real space, σB using Parse-
val’s theorem,

σ2
B =

1
N2

∑
i

∑
kj

|B̃i(kj )|2. (3.7)

To eliminate overlapping magnetic field lines between different nested meshes, we (i) reorient radial
field lines in the overlap region and (ii) remove the inner part of our coarser mesh via a spherical
tapering function and replace it with the tapered high-resolution mesh. Since this process introduces
divergences in the magnetic field, we iteratively perform divergence cleaning steps while accounting
for the reorientation of radial magnetic field:

1. Divergence cleaning in Fourier space. We eliminate the field component in the direction of k, via
the projection operator:

B̃→ B̃ − k̂(k̂ · B̃) (3.8)

in order to fulfil the constraint ∇·B = 0.

2. Field rescaling to constant XB,ICM. We rescale the magnetic field to obtain a constant average
value of ⟨XB,ICM(r)⟩ in thin concentric shells of radius r around the cluster centre.

3. Cleaning and smoothing transition regions between meshes. In order to prevent interconnecting
field lines between meshes, we force the radial magnetic field lines to bend in the overlap
regions of different meshes. To this end, we remove the radial component of the magnetic field
in real space via

B→ [1− g(r)r̂r̂]B (3.9)

where r̂ is the unit radial vector and

g(r) = 1−
∣∣∣∣∣cos

(π
2
x+∆x − 1

∆x

)∣∣∣∣∣ (3.10)

for 1 −∆x < x < 1 + ∆x with x = r/rm and ∆x = 0.05. The overlap radius of the two meshes is
given by rm.

Afterwards, we taper the field strength in the overlapping regions of one mesh with a spline
fS(x) = 0.5cos(π(r − rm)/dm), where the taper width dm is set to the larger (outer) cell size of the
two adjacent meshes. Its neighbouring mesh uses the spline fC(x) = 1− fS(x).

Steps (i)-(iii) are repeated until the divergence of the magnetic field has sufficiently decreased.
The resulting field is interpolated on our adaptive, smoothly varying mesh in the initial condi-
tions, which are setup in hydrostatic equilibrium. To maintain this equilibrium, the tempera-
ture is varied according to

nkBδT = −δB
2

8π
. (3.11)
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Figure 3.16: Same model as in Fig. 3.3 at lower resolution with projection dimensions 80 kpc × 50 kpc × 4 kpc. Because
magnetic tension is less well resolved and more affected by numerical diffusion, the external magnetic field strength and
turbulent motions are smaller in amplitude. Moreover, at lower numerical resolution the velocity gradient at the jet foot
is not sufficiently resolved, which implies that the jet does not travel as far as for the high-resolution simulation. Thus,
momentum transport is less efficient here.

Finally, we relax the mesh with arepo so that a remaining (small) divergence is cleaned with the
Powell algorithm. To reverse the decrease of the magnetic field strength due to the conversion
from magnetic to turbulent energy, we rescale the magnetic field with a constant factor and
obtain XB,ICM.

3.9.2 Resolution study

To test numerical convergence, we compare simulation runs with the fiducial jet parameters at high
and lower resolution (cf. Table 3.2). The overall evolution (Fig. 3.16) of the jet remains qualita-
tively similar. However there are (smaller) quantitative differences such as the emergence of Kelvin-
Helmholtz instabilities on the jet surface in our high-resolution simulation. That instability remain
dynamically subdominant as the more dominant Rayleigh-Taylor instability starts to develop. How-
ever, the magnetic field strengths in the ICM remain larger for longer time scales in comparison to
the run at fiducial resolution since we better resolve magnetic tension due to the lower level of nu-
merical diffusion. This increased level of magnetic turbulence causes the bubble to change direction
more often at late times.

As discussed in Weinberger et al. (2017), the distance travelled by the jet is resolution dependent.
For this, resolving the velocity structure of the jet proves crucial. The jet expands more laterally
at lower resolution as the prescribed jet width used for all simulations is insufficient to resolve the
velocity gradient of the jet. The jet compensates by broadening. This spreads the area of the effective
momentum leading to a decrease of the jet velocity and thus a smaller distance travelled at lower
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Figure 3.17: Same model as in Fig. 3.7 at lower resolution with projection dimensions 80 kpc × 50kpc × 4 kpc. The exact
distribution of CRs depends somewhat on resolution because jet the distance of jet travel increases with numerical reso-
lution. However, the quantities related to CR transport (κcr,A and Hcr) show general agreement with our high-resolution
simulation.
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Figure 3.18: Comparing the Alfvén-wave heating rate due to streaming CRs for our low- and high-resolution simulations
at t = 20, 30 and 50 Myr (see also Fig. 3.8). While the jet in the high-resolution simulation propagates further, the CR
heating rate drops slightly in the cluster centre by a factor of less than two.
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Figure 3.19: Comparing the mixing efficiency of the bubble for CR simulations at different numerical resolutions
(cf. Fig. 3.6). To ensure an unbiased comparison we show the normalised filling factor of a given jet mass fraction
V −1 dV /dlog(Xjet). Mixing is suppressed at higher resolutions due to the more compact jet that propagates to larger
distances. The lines are smoothed for clarity.

resolution. However, the properties of CRs remain robust against changes in resolution (Fig. 3.17 vs.
Fig. 3.7 ).

Figure 3.18 compares radial profiles of the Alfvén heating rate for our fiducial and high-resolution
simulations. Because better resolved jets travel further, the Alfvén heating rate is somewhat in-
creased at larger distances for the high resolution run. This faster transport to larger distance comes
at the price of a somewhat reduced heating rate at smaller radii. However, these differences stay be-
low a factor of two, reinforcing the robustness of our result on CR heating with respect to numerical
resolution.

Even though the increased level of turbulence should be able to amplify the mixing efficiency, the
high-resolution run shows a significantly lower degree of mixing in comparison to the fiducial (see
Fig. 3.19). Possible causes of this are (i) faster transport of CRs to larger distance which delays the
onset of the Rayleigh-Taylor instability and the successive disruption of the bubble and (ii) better re-
solved magnetic field structures in the jet as well as in the draping layer. Additionally, (iii) increased
numerical diffusivity at lower resolution facilitates mixing.

In conclusion, all discussed results are qualitatively robust to changes in resolution. However,
quantitative findings may be subject to (minor) revision. This is in particular the case for the transi-
tion energy of FRI- and FRII-like jets, which moves to lower values with increasing resolution, thus,
resolving the discrepancy of our runs with idealised jet simulations (Massaglia et al., 2016). Here, we
choose fiducial (moderate) resolution since we run a comprehensive parameter study to address the
impact of CRs and turbulent magnetic fields on a large variety of jet luminosities and activity times.
Moreover, this papers also serves as a first step towards studying self-regulated CR-AGN feedback in
cosmological cluster simulations in which we have resolution requirements not too dissimilar from
the adopted resolution.

3.9.3 Bubble cooling

To remain consistent with our definition of the lobe, i.e., Xjet < 10−3, we set the jet tracer threshold
for CR acceleration and cooling to Xjet,acc = Xjet,cool = 10−3. To test the robustness of our choice,
Fig. 3.20 shows radial profiles of the CR-induced Alfvén wave heating rate if we vary Xjet,acc and
Xjet,cool each by one order of magnitude. In the inner 10 kpc, the CR distributions agree within a
factor of a few. Further out in the vicinity of the bubbles, the radial profiles agree well. We generally
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Figure 3.20: Same as in Fig. 3.8, here showing profiles of lower resolution simulations with varying jet tracer thresholds
for subgrid CR acceleration Xjet,acc and CR Alfvén cooling Xjet,cool at 30 Myr. Varying the thresholds by an order of
magnitude in both directions, the resulting heating rate differs at most by a factor of a few at small radii and converges at
large radii.

find that changing the cooling threshold Xjet,cool has a smaller impact than varying the acceleration
threshold Xjet,acc.
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The Sunyaev-Zel’dovich effect of simulated jet-inflated bub-
bles in clusters 4
This chapter is an adapted version of the paper The Sunyaev-Zel’dovich effect of simulated jet-inflated
bubbles in clusters published as Ehlert et al. (2019).

4.1 Abstract

Feedback by active galactic nuclei (AGNs) is essential for regulating the fast radiative cooling of
low-entropy gas at the centers of galaxy clusters and for reducing star formation rates of central el-
lipticals. The details of self-regulation depend critically on the unknown contents of AGN-inflated
bubbles. Observations of the Sunyaev-Zel’dovich (SZ) signal of AGN bubbles provide us with the
ability to directly measure the lobe electron pressure given a bubble morphology. Here we compute
the SZ signal of jet-inflated bubbles in three-dimensional magnetohydrodynamical simulations of
the galaxy cluster MS0735.6+7421 with the Arepo code, and compare our synthetic SZ results to
inferences obtained with popular modelling approaches. We find that cutting out ellipsoidal bub-
bles from a double-beta pressure profile only matches the inner bubble edges in the simulations and
fails to account for the emission of the shock-enhanced pressure cocoon outside the bubbles. This
additional contribution significantly worsens the accuracy of the cut-out method for jets with small
inclinations with respect to the line of sight. Also, the kinetic SZ effect of the bubbles, a previously
neglected contribution, becomes relevant at these smaller inclinations due to entrainment and mix-
ing of the intracluster medium with low-density jet material. Fortunately, the different signs of the
kinetic SZ signal in opposite lobes allow modelling this effect. We present an approximate method
to determine the jet inclination, which combines jet power and lifetime estimates, the stand-off dis-
tance between jet head and bow shock, and the kinetic SZ effect, thereby helping to correctly infer
the bubble contents.

4.2 Introduction

The radiative cooling time of the intra-cluster medium (ICM) in the center of cool core clusters is less
than 1 Gyr. The central AGN provides a powerful heating source that offsets cooling and reduces
star formation (McNamara and Nulsen, 2012). AGN jets power lobes, which detach and buoyantly
rise in the cluster atmosphere. However, the detailed lobe content and thus, the heating mechanism
remains uncertain. While X-ray observations can only provide lower limits to the temperature of
lobes (Worrall, 2009), the SZ signal (Sunyaev and Zeldovich, 1972) is directly sensitive to the thermal
and non-thermal heat contents. Hence, SZ observations of bubbles have been suggested (Pfrommer
et al., 2005) and simulated (Prokhorov et al., 2012; Yang et al., 2018) to understand the physics
of the heating mechanism. Recently, Abdulla et al. (2019) observed the cavities of the cluster MS
0735.6+7421 (hereafter MS0735) and found that they have very little SZ-contributing material. This
suggests a lobe pressure support of diffuse thermal plasma with temperature in excess of hundreds
of keV, or non-thermal relativistic particle populations.

Assuming energy equipartition between relativistic electrons and magnetic fields, radio syn-
chrotron observations also necessitate an additional pressure component (Bîrzan et al., 2008), sug-
gesting relativistic protons as a likely candidate that matches jet morphologies (Croston et al., 2018).
As these cosmic ray (CR) protons escape into the ICM, they resonantly excite Alfvén waves. Damping

71



72 CHAPTER 4. SUNYAEV-ZEL’DOVICH EFFECT OF SIMULATED JET-INFLATED BUBBLES

of those waves provides a promising heating scenario (Guo and Oh, 2008; Enßlin et al., 2011; Fujita
and Ohira, 2012; Pfrommer, 2013; Jacob and Pfrommer, 2017a,b). Jet-driven bubble simulations in
a galaxy cluster (Ruszkowski et al., 2017; Ehlert et al., 2018) demonstrate that streaming CRs from
the bubbles provide a sufficient heating rate to halt the cooling catastrophe. Alternative AGN heat-
ing mechanisms include mixing of hot-bubble gas with the ICM (Soker, 2016), dissipation of sound
waves (Fabian et al., 2017), weak shocks (Li et al., 2017), turbulence (Zhuravleva et al., 2014; Bambic
et al., 2018b) and/or gravity waves (Bambic et al., 2018a).

Early simulations of AGN bubbles reproduce the main features of observed X-ray cavities (Chu-
razov et al., 2001; Brüggen et al., 2009). Simulations including magnetic fields (Robinson et al., 2004;
Ruszkowski et al., 2007) and/or viscosity (Reynolds et al., 2005; Sijacki and Springel, 2006) stabilize
the bubble against developing fluid instabilities. Turbulence and substructure show a significant
impact on bubble dynamics (Heinz et al., 2006; O’Neill and Jones, 2010; Mendygral et al., 2012).
The addition of CRs in bubbles leads to more elongated bubbles that reside closer to the cluster
center, which is favoured by observations (Sijacki et al., 2008; Guo and Mathews, 2011). Recent sim-
ulations gained higher resilience against numerical mixing due to sophisticated refinement criteria
(Weinberger et al., 2017; Bourne and Sijacki, 2017). This allows for more realistic (higher) density
contrasts between simulated bubbles and ICM on long time scales.

For the first time, we use MHD jet simulations to study how the thermal and kinetic SZ signal
of dynamical jet-blown bubble simulations compare to the simplified modelling of bubbles as ellip-
soids. To facilitate observational comparison, we simulate CR-filled bubbles in a turbulent and mag-
netized cluster. We pick the observationally favoured, largest observed AGN outbreak in MS0735 to
exemplify our analysis (McNamara et al., 2005; Colafrancesco, 2005).

We describe our simulation methods and setup in Section 4.3. In Section 4.4, we summarize the
characteristics of jet evolution and the details of our SZ modelling. We show the expected signal of
simulated bubbles with different fillings in Section 4.5 and compare the SZ signal from a simulated
bubble to a modelled ellipsoidal bubble. In Section 4.6, we discuss our findings regarding the kinetic
SZ effect from our simulated bubbles and the influence of jet inclination on the SZ signal. We pro-
pose a method of combining simulations and observations to constrain jet inclination enabling more
stringent limits on bubble content. We conclude in Section 4.7.

4.3 Simulations

To study the SZ signal from an AGN bubble, we simulate a jet, which self-consistently inflates an
MS0735-like bubble in a turbulently magnetized cluster atmosphere. We use the same simulation
techniques as for the fiducial run in Ehlert et al. (2018) with parameters adopted to the outburst and
ICM in MS0735.

The dark matter profile is modelled after MS0735 as a static Navarro-Frenk-White (NFW) profile
with M200,c = 1.5× 1015 M⊙, R200,c = 2.43 Mpc and concentration parameter cNFW = 3.8 (Gitti et al.,
2007). The electron number density follows a double-beta profile fit to MS0735 (Vantyghem et al.,
2014) modified to obtain a gas fraction of 16% at R200,c:

ne = 0.05

1 +
(

r

100 kpc

)2−4.9

cm−3

+ 0.01

1 +
(

r

400 kpc

)2−1.6

cm−3.

(4.1)

The Gaussian-distributed, turbulent magnetic field is generated in Fourier space and exhibits a Kol-
mogorov power spectrum on scales larger than the injection scale kinj = 37.5−1 kpc−1. On scales
k < kinj the spectrum follows a white noise distribution. The magnetic field is scaled in concentric
spherical shells to obtain a predefined average magnetic-to-thermal pressure ratio of XB,ICM = 0.05.
Multiple nested meshes of magnetic fields with decreasing resolution from the central AGN, respec-
tively, are required for the large range in spatial resolution within the box. Overlapping regions
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of neighbouring meshes are iteratively smoothed and cleaned off magnetic divergence. The initial
Cartesian mesh is relaxed to obtain a honeycomb-like structure, which is more efficient for the un-
structured, moving mesh code arepo. When evolved, the magnetic field drives turbulence through
tension forces, which gradually decrease the magnetic field strength. Thus, we rescale the magnetic
field to the desired XB,ICM to obtain our initial conditions (see Ehlert et al., 2018, for further details).

We model the jets by injecting kinetic energy in two spherical regions with radius rj = 1.65 kpc on
opposite sides of the centrally placed supermassive black hole (BH) particle. Mass is removed from
these injection regions and thermal energy is added from the surroundings to obtain low-density jets
(ρjet = 10−28 g cm−3, ρjet/ρICM ∼ 10−4) in pressure equilibrium with the ICM (for more details, see
Weinberger et al., 2017). Our fiducial run features a jet with power Pjet = 2×1046 erg s−1 and lifetime
τjet = 150 Myr, amounting to an injected energy Ejet = Pjetτjet ≈ 1062 erg in MS0735 (Vantyghem
et al., 2014). In addition, we inject a helical magnetic field in the jet region with magnetic-to-thermal
pressure ratio XB,jet = 0.1. Our lobes are defined via an advective scalar Xjet, which is set to unity
in the jet injection region. We define our lobes as the union of all cells with Xjet > 10−3. During jet
activity CRs are accelerated in the lobes by converting thermal energy to CR energy whenever the
CR-to-thermal pressure Xcr ratio falls below a predefined value Xcr < Xcr,acc = 1. We explicitly isolate
our jet injection region magnetically to inhibit unphysical CR diffusion.

In addition to advection, CRs are expected to scatter on self-excited Alfvén waves in galaxy clus-
ters (Kulsrud and Pearce, 1969; Enßlin et al., 2011). The low efficiency of Alfvén wave damping in
the ICM limits the CRs to stream down their pressure gradient ∇Pcr along magnetic field lines at
the Alfvén speed vA (Wiener et al., 2013). The damping of Alfvén waves effectively transfers CR to
thermal energy, giving rise to the so-called Alfvén heating with a power Hcr = |vA ·∇Pcr|.

The equations of MHD are discretized on a moving-mesh and evolved with second-order accuracy
using the massively parallel arepo code (Springel, 2010; Pakmor et al., 2016b). Cosmic rays are
treated as a second fluid including hadronic and Coulomb losses (Pfrommer et al., 2017). These losses
are small in comparison to Alfvénic losses, which we include here. In combination with anisotropic
diffusion (Pakmor et al., 2016a) (with a parallel diffusion coefficient κ∥ = 1029 cm2 s−1) this is used to
emulate CR streaming. We employ mass-based refinement with target mass mtarget = 1.5×106 M⊙. In
addition, we impose a refinement criterion based on the density gradient, jet scalar and cell volume
difference as in Weinberger et al. (2017) to maintain the large density contrast at the jet-ICM interface
with target volume Vtarget (V 1/3

target = 405 pc).

4.4 Evolving SZ signal from simulated bubbles

Free electrons in the ICM Compton up-scatter cosmic microwave background (CMB) photons. We
follow the procedure described in Pfrommer et al. (2005) to compute the resulting SZ signal of our
ICM and bubbles. The relative change δi(x) in the flux density as a function of dimensionless fre-
quency x = hν/(kTCMB) is given by

δi(x) =g(x)ygas[1 + δ(x,Te)]− h(x)wgas

+ [j(x)− i(x)]τrel.
(4.2)

with the Planckian distribution of the CMB given by

I(x) = i0i(x) = i0
x3

exp(x)− 1
, (4.3)

where i0 = 2(kTCMB)3/(hc)2 and TCMB = 2.725 K. The first term in Equation (4.2) describes the thermal
SZ effect that is proportional to the integrated thermal pressure of the ICM along the line of sight
ygas ∝

∫
dl ne,gaskTe. Relativistic corrections δ(x,Te) become relevant at high temperatures kTe ≳

5 keV (Mroczkowski et al., 2018). Throughout the analysis, we include relativistic corrections from
Itoh et al. (1998). The second term corresponds to the kinetic SZ effect due to gas motion relative to
the Hubble flow wgas ∝

∫
dl ne,gasvgas, where vgas < 0 if the gas is approaching the observer. The last
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Figure 4.1: We show the electron density ne, total pressure Ptot (Ptot = Pth +Pcr +PB), velocity v, X-ray emissivity integrated
along the line-of-sight lX and the SZ signal |δiνo | of the fiducial run at times 80 Myr and 160 Myr (top and bottom row,
respectively). For the SZ effect, we assume a bubble filled with relativistic electrons and an observing frequency ν0 =
30 GHz. The images correspond to projections of thin layers (1000 kpc×750 kpc×4 kpc) centred on the BH and weighted
by cell volume except for the density-weighted velocity. The jet terminates at 150 Myrs after which buoyantly rising
bubbles form that can be observed as cavities in X-ray and SZ images. The grey contour exemplifies our ellipsoidal bubble
model.

100 200 300 400 500 600
r [kpc]

1

2

3

4

5

|δi
|(
ν

=
30

G
H

z)
[m

Jy
ar

cm
in
−

2
]

kTe = 10 keV

kTe = 500 keV

relativistic power− law

kTe = 10 keV

kTe = 500 keV

relativistic power− law

100 200 300 400 500 600
r [kpc]

1

2

3

4

5

|δi
|(
ν

=
30

G
H

z)
[m

Jy
ar

cm
in
−

2
]

cut− out ellipsoid

simulation

cut− out ellipsoid

simulation

Figure 4.2: On the left-hand side, we show profiles of the SZ signal along the jet axis at 180 Myr. We vary the filling from
thermal (kTe = 10 keV) electrons to relativistic electrons that either follow a thermal distribution (kTe = 500 keV) or a
power-law distribution. Relativistically filled bubbles show a significantly larger SZ contrast, which is used to constrain
the bubbles’ content. On the right-hand side, we contrast the profiles of our simulated bubble to an ellipsoidal cut-out from
our initial conditions, in which the jet outburst is viewed perpendicular to the line of sight. The cut-out approximation
mimics the signal of the simulated bubble well at the inner rim and starts to deviate towards the bubble edges due to the
increased pressure of the shocked cocoon that surrounds the bubble in the simulation.
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Figure 4.3: The top row shows the integrated kinetic SZ effect h(x0)w at frequency ν0 = 30 GHz. The panels in the
middle row show the thermal SZ signal for bubbles, which are filled with a relativistic power-law electron distribution.
The angle of inclination θ between jet axis and line of sight is decreased from left to right. The images have dimensions
1000 kpc × 750 kpc and are centred on the BH. At low angles, i.e., θ = 33◦, the kinetic SZ signal can reach values of up
to 10% of the total SZ signal. The lower panel shows profiles of the SZ signal along the jet axis of the simulated bubbles
(blue) and the cut-out model (red). While the model matches the simulations at the inner bubble edge for high values
of inclinations, it differs significantly for lower inclinations as CMB photons intersect a larger portion of the ellipsoidal
shocked cocoon including the central dense cool core region.
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term describes the relativistic SZ effect. For fully relativistic fillings the distribution function of the
electrons determines the form of j(x) and τrel ∝

∫
dl ne,rel. Only the terms g(x), h(x) and i(x) depend

on observing frequency.
Throughout the Letter, we focus on three different bubble fillings: 1.) a thermal electron dis-

tribution with kTe = 10 keV, 2.) a single-temperature, relativistic Maxwellian with kTe = 500 keV
and 3.) a single-temperature, relativistic electron population that follows a power-law in normalized
momentum-space p = γeβe defined by

fCRe(p,α,p1,p2) =
(α − 1)p−α

p1−α
1 − p1−α

2

, (4.4)

where α = 2, p1 = 1 and p2 = 103. For all three models, we recompute the electron density of lobe
cells while keeping the total (simulated) pressure Ptot.

In Fig. 4.1, the initial jet inflates lobes which, after jet shut-down, rise buoyantly in the cluster
atmosphere. The high jet power leads to jet velocities approaching the speed of light, where our
non-relativistic treatment degrades in accuracy. While this influences the details of the kinematics
and shock dissipation (Perucho et al., 2017), our results on bubble morphology and SZ signal are
expected to be robust. The jet initially drives a shock wave into the ICM. Generally, the Mach number
in the jet direction exceeds that perpendicular to the jet, thereby creating an ellipsoidal shock. The
trailing contact discontinuity is clearly visible in the electron number density ne and temperature T
maps. The dimensions of the bubbles and the morphology of the contact discontinuity in the X-ray
brightness lX are in good agreement with observations of MS0735 (Vantyghem et al., 2014).

Assuming a relativistic power-law distribution of electrons in the bubbles implies a larger con-
trast of the SZ signal δiν0

. Note, a hypothetical thermal filling of the under-dense bubble with densi-
ties as shown in Fig. 4.1 implies relativistic temperatures. The high density contrast between bubble
and ICM makes the bubble susceptible to the Rayleigh-Taylor instability. Dense gas streams into
the lower part of the bubble, generates turbulence and mixes with the bubble gas. This process
progressively dilutes the bubble material and transports it into the ICM until complete disruption.

4.5 Probing relativistic bubble fillings

The observed decrement in the SZ signal due to different bubble fillings can help to unravel its
constituents. In the left panel of Fig. 4.2, we show the SZ signal along the jet axis for bubbles filled
with thermal gas (kTe = 10 keV) or relativistic gas, which either follows a thermal distribution (kTe =
500 keV) or a power-law distribution (“relativistic power-law”). The larger SZ contrast for relativistic
fillings becomes apparent.

Abdulla et al. (2019) compared cut-out ellipsoids from a fitted, smooth background cluster with
their SZ observations to constrain the bubble filling. Rather than reproducing their analysis, we focus
on the consequences for the SZ signal of modelling bubbles as ideal ellipsoids including variations
in inclination.

On the right-hand panel in Fig. 4.2, we contrast the expected SZ signal from our simulated bubble
to an ellipsoidal cut-out in our simulation, assuming the unperturbed initial profile. Throughout this
Letter, we determine the dimensions of the cut-out ellipsoid and its position from unsharped masked
X-ray maps of our simulated bubbles. We assume that the depth of the modelled bubble corresponds
to its width. On the right-hand panel in Fig. 4.2, both bubbles are viewed perpendicular to the jet
axis and contain a relativistic power-law filling. The profiles show good agreement at the inner rim
of the bubble and start to deviate towards the bubble edges, where we see an enhanced SZ signal
in the simulations out to the ellipsoidal shock. This feature corresponds to the increased pressure
in the shocked cocoon powered by the outburst and is neglected in the simple cut-out model. This
highlights the importance of including the bow shock in the model.
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Figure 4.4: Cluster-centric distance of the shock (blue) and head of the jet and bubble, respectively (red) as a function of
time. After two thirds of the jet lifetime, the shock detaches and propagates with almost constant velocity v ≈ 1670kms−1

while the bubble rises with the slower buoyancy velocity v ≈ 1110kms−1, which causes an increasing stand-off distance
with time.

4.6 Degeneracies with jet inclination

In Fig. 4.3, we study the influence of inclination on the SZ signal. An angle of θ = 90 corresponds to
a jet axis that is perpendicular to the line of sight. We compare the amplitude of the kinetic SZ effect
w (top row of Fig. 4.3) to the thermal SZ effect y (middle row of Fig. 4.3). From left to right, we use
later times for larger inclinations to keep the projected distance from the BH to the lower bubble edge
approximately constant. We see a strong increase in signal strength of the kinetic SZ effect for larger
inclinations. In the wake of the bubble, highly turbulent, dense gas pushes into the region previously
occupied by the bubble. This bipolar structure develops significant velocities at high densities that
contribute up to 10% of the thermal effect to the total SZ signal at θ = 33◦. Future high sensitivity
observations of inclined jets should be able to measure this effect. The expected opposite sign of the
signal in the two bubbles aids in modelling this effect.

The bottom panels of Fig. 4.3 show the expected SZ signal at 30 GHz for the differently tilted
simulations and the cut-out model, for which we always assume an inclination of θ = 90◦ to mimic
the SZ modeling in observations, which currently have no access to the intrinsic inclination. In
both models, we adopt a power-law distribution of relativistic electrons in the bubbles. The model
reproduces the SZ signal at the inner bubble edges well for large inclinations while the agreement
becomes worse for smaller inclinations. When viewed face-on (θ = 90◦), the inclusion of the bow
shock in the model is critical to correctly reproduce the SZ signal from the simulation. The bow
shock loses its momentum and covers a larger volume as a function of time such that the signal from
the shocked region flattens for later times (panels towards the right).

In addition, the SZ contrast due to the relativistically filled bubbles disappears almost entirely
for smaller inclinations. Here, lines of sight pass through significantly larger portions of the shocked
gas region. This is especially true for the inner part of the bubble where lines of sight intersect
the dense central cool core. The effect is amplified for older bubbles through the advanced state of
entrainment and mixing of ICM material with the relativistic bubble contents due to the Rayleigh-
Taylor instability (see Section 4.4).

Contamination by the signal from the cluster core appears like a significant source of uncertainty
for the analysis of observations as θ is unconstrained a priori. However, X-ray observations can
inform simulations about jet power and bubble/shock ages (e.g., Diehl et al., 2008). Our simulation
shows that the stand-off distance between bow shock and jet/bubble head is increasing with time.
In particular, entraining the ambient ICM towards the end of the jet lifetime slows the jet down, see
Fig. 4.4. Varying the viewing angle of the jet axis then helps to disentangle projection effects and
potentially constrain inclination.
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For large inclinations, the projected stand-off distance decreases for decreasing inclinations. How-
ever, at small inclinations the outer edge of the ellipsoidally shocked region enlarges the projected
bow shock region beyond the projected distance of the upper tip of the bow shock. The ellipticity
of the bow shock itself may aid in providing a coarse estimate of the inclination. Even though the
details may depend on the concentration of the NFW potential, a spheroidal bow shock should gen-
erally favour small angles of inclination. Note that these features have a weak resolution dependence
in our simulations, which is studied in Weinberger et al. (2017) and Ehlert et al. (2018). With high-
sensitivity observations the kinetic SZ effect can be identified through its bimodality and used as an
additional constraint for the suggested method.

4.7 Conclusion

We show that three-dimensional MHD simulations are instrumental to carefully model the SZ signal
of jet-inflated bubbles and conclude:

• Relativistic bubble fillings imply a large SZ contrast, which is observable in high-resolution SZ
observations.

• The SZ profiles of simulations and the cut-out model show good agreement at the inner rim of
the bubble and start to deviate towards the bubble edge because the simplified model fails to
account for the shock-enhanced pressure cocoon outside the bubbles.

• The match between simulations and model becomes worse when considering small inclina-
tions between line-of-sight and jet axis (θ ≲ 45◦). This geometry probes a larger fraction of the
shocked ICM, which leads to an increase of thermal SZ signal also towards the inner bubble
rim region. Additionally, the light material of the bubble is progressively mixed with denser
ICM due to the Rayleigh-Taylor instability, making the bubble indistinguishable from the sur-
rounding ICM. Thus, the SZ signal from older bubbles is reduced in comparison to modelling
them with cut-out ellipsoids.

• At small inclinations, the kinetic SZ effect reaches up to 10% of the thermal SZ effect. The
wake of the bubble causes dense ICM to enter the bubble from below, causing a comparably
large kinetic SZ signal. The opposing signs of the signal of inclined bipolar outflows are a
smoking-gun signature for identifying this kinetic SZ signal.

• We propose to constrain the inclination with the stand-off distance between shock and jet/bubble,
the elliptical appearance of the bow shock, and (if available) the amplitude of the kinetic SZ
effect. To this end, a combination of high-resolution X-ray and SZ observations and full MHD
simulations are crucial to break degeneracies due to projection effects.

This Letter opens up the possibility to understand biases associated with simplified SZ modeling
of AGN bubbles and to finally constrain their contents so that we can observationally identify the
physical processes underlying AGN feedback.
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Connecting turbulent velocities and magnetic fields in galaxy
cluster simulations with active galactic nuclei jets 5
This chapter is an adapted version of the paper Connecting turbulent velocities and magnetic fields in
galaxy cluster simulations with active galactic nuclei jets published as Ehlert et al. (2021).

5.1 Abstract

The study of velocity fields of the hot gas in galaxy clusters can help to unravel details of micro-
physics on small-scales and to decipher the nature of feedback by active galactic nuclei (AGN). Like-
wise, magnetic fields as traced by Faraday rotation measurements (RMs) inform about their impact
on gas dynamics as well as on cosmic ray production and transport. We investigate the inherent
relationship between large-scale gas kinematics and magnetic fields through non-radiative magne-
tohydrodynamical simulations of the creation, evolution and disruption of AGN jet-inflated lobes in
an isolated Perseus-like galaxy cluster, with and without pre-existing turbulence. In particular, we
connect cluster velocity measurements with mock RM maps to highlight their underlying physical
connection, which opens up the possibility of comparing turbulence levels in two different observ-
ables. For single jet outbursts, we find only a local impact on the velocity field, i.e. the associated
increase in velocity dispersion is not volume-filling. Furthermore, in a setup with pre-existing tur-
bulence, this increase in velocity dispersion is largely hidden. We use mock X-ray observations to
show that at arcmin resolution, the velocity dispersion is therefore dominated by existing large-scale
turbulence and is only minimally altered by the presence of a jet. For the velocity structure of central
gas uplifted by buoyantly rising lobes, we find fast, coherent outflows with low velocity dispersion.
Our results highlight that projected velocity distributions show complex structures which pose chal-
lenges for the interpretation of observations.

5.2 Introduction

Roughly half of all known galaxy clusters show cooling times ≲ 1Gyr but lack the expected high star
formation and cooling rates (Fabian, 2012). Active galactic nuclei (AGN) powered by supermassive
black holes (SMBH) in the center of these cool-core (CC) clusters inflate buoyantly rising bubbles
of hot gas, which are believed to heat the intra-cluster medium (ICM) (Gitti et al., 2012; McNamara
and Nulsen, 2012). The details of the heating process are unknown. Possible mechanisms include
mixing of hot bubble gas with the ICM (Yang and Reynolds, 2016; Hillel and Soker, 2017a, 2018),
possibly facilitated by external cluster turbulence (Bourne et al., 2019, 2021), the decay of turbulence
(Zhuravleva et al., 2014, 2018; Fujita et al., 2020; Mohapatra and Sharma, 2019), the uplift of cold
gas in the wake of bubbles (Guo et al., 2018; Chen et al., 2019), the dissipation of sound waves
(Fabian et al., 2017; Tang and Churazov, 2017; Bambic and Reynolds, 2019), the dissipation of weak
shocks (Li et al., 2017; Martizzi et al., 2019b) or the damping of cosmic ray (CR) induced Alfvén
waves (Loewenstein et al., 1991; Guo and Oh, 2008; Enßlin et al., 2011; Pfrommer, 2013; Jacob and
Pfrommer, 2017a,b; Ruszkowski et al., 2017). The structure of the velocity field in the ICM contains
important information about the relevance of many of these processes: the amplitude and scale of the
ICM turbulence can be used to infer a turbulent dissipation rate (Zhuravleva et al., 2014), turbulent
velocities combined with the cooling time set an effective range for turbulent transport (Fabian et al.,
2017) and the morphology of the magnetic and velocity field impacts the transport of CRs (Ehlert
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et al., 2018).
Observationally, many details of the velocity structure of the hot gas in the ICM remain open

questions (Simionescu et al., 2019). Early results of the Suzaku satellite found no velocity gradient
within their calibration uncertainty, which provided upper limits of a few thousand km s−1 for clus-
ter bulk velocities (e.g., Ota et al., 2007; Ota and Yoshida, 2016; Sugawara et al., 2009; Tamura et al.,
2011, 2014). Spectral analysis of XMM-Newton data put first direct constraints on the turbulent mo-
tions in the ICM, finding large scale velocities on the order of hundreds of km s−1 (Sanders et al.,
2010; Bulbul et al., 2012; Sanders and Fabian, 2013; Pinto et al., 2015). Resonant scattering of lines
in the core of clusters causes an apparent suppression of some lines compared to others. Thus, tur-
bulent velocities can be constrained due to their influence on the optical depth (see Gu et al., 2018,
for a review).

Recent more refined analysis of resonant scattering with XMM-Newton RGS spectra found turbu-
lent velocities in the center of clusters on scales ≲ 10kpc of hundreds of km s−1 (e.g., Xu et al., 2002;
Werner et al., 2009; De Plaa et al., 2012; Ogorzalek et al., 2017). A different inference method re-
lies on X-ray fluctuations in the smooth cluster potential that correlate with the velocity fluctuations
(Schuecker et al., 2004; Churazov et al., 2012; Gaspari and Churazov, 2013). The method allows the
computation of the velocity power spectrum, which provides constraints on the kinematic viscosity
in clusters. In agreement with discussed alternative methods, recovered velocities of gas motions in
the center of analyzed clusters reach a few hundred km s−1 (Walker et al., 2015; Zhuravleva et al.,
2018). Most recently, the significant increase in spectral resolution and high broadband spectral res-
olution allowed the X-ray satellite Hitomi to directly determine the bulk velocities of Perseus to be
|vbulk| ≲ 100 kms−1 and turbulent velocities of σlos ≈ 100 − 200kms−1 on spatial scales of ≈ 20kpc
(Hitomi Collaboration, 2016, 2018). However, detailed high-resolution velocity maps of clusters are
not available and the impact of the AGN on the velocity remain unclear, which is crucial for identi-
fying relevant heating mechanisms.

However, we can make progress by realizing that magnetic fields are tightly coupled to fluid
velocities which can amplify seed magnetic fields that can themselves back-react to the flow velocities
provided they are sufficiently strong. This coupling may potentially allow velocities to be deduced
from magnetic fields and vice versa. In the framework of numerical ideal MHD, a turbulent velocity
field leads to the amplification of the magnetic field B, with the rate of change given by the induction
equation,

∂B
∂t

= −v · ∇B +B · ∇v −B∇ · v + η∇2B, (5.1)

which relates magnetic field evolution to the velocity field v and the magnetic diffusivity η. The
evolution is governed by advection, stretching, compression and (numerical) dissipation of the field,
respectively. Here and elsewhere in the paper we adopt the Gaussian cgs system of units.

The induction equation provides the theoretical basis for a turbulent dynamo that amplifies a
seed magnetic field (e.g., Kazantsev, 1968; Subramanian, 1999; Schober et al., 2015; Beresnyak and
Miniati, 2016; Schekochihin and Cowley, 2006). Numerical simulations support this picture (Dolag
et al., 2005; Ryu et al., 2008; Beresnyak, 2012; Cho, 2014; Roh et al., 2019). The dynamo reaches
magnetic-to-thermal pressure ratios of a few percent (Schober et al., 2015; Vazza et al., 2018). Ad-
ditional amplification is expected via compression, shocks and CRs (see review by Donnert et al.,
2018). AGN feedback may cause advection of galactic magnetic fields to the ICM (Dubois et al.,
2009; Xu et al., 2009; Donnert et al., 2009).

The evolution of the velocity field, in turn, is given by

∂v
∂t

= −v · ∇v − ∇p
ρ
−∇Φ +

1
4πρ

[
B · ∇B − 1

2
∇ ·

(
B2

)]
, (5.2)

where p denotes the thermal pressure, ρ is the gas mass density, and Φ is the (external) gravita-
tional potential. The terms on the right describe advection, pressure force, gravity, magnetic tension
and magnetic pressure, respectively. These equations, combined with the fact that the dynamical
timescale is smaller than the lifetime of galaxy clusters, imply that intra-cluster medium turbulence
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is expected to show both, turbulent velocities as well as magnetic fields of corresponding specific
energy. For reference, equipartition of kinetic and magnetic energy density implies

ρ

10−25 g cm−3

(
|v|

100km s−1

)2

≈
(
|B|

11.2µG

)2

. (5.3)

Indeed, observations of large-scale diffuse radio structures on up to Mpc scale in galaxy clusters,
i.e. radio halos, support the notion that the ICM is magnetized (see review by van Weeren et al.,
2019). Faraday RMs uncover the strength and scale of magnetic turbulence in clusters (Clarke, 2004).
Assuming that the magnetic field scales as a power-law with density, the expected RM from simulated
fields can be compared to observations to measure its strength and injection scale. Applying this
method to radio galaxies in the Coma cluster, Bonafede et al. (2010) determine a central magnetic
field strength of 5µG. Additionally, Kuchar and Enßlin (2011) analyzed the magnetic field of Hydra
A and found a central magnetic field strength of 36µG. Generally, hotter, more massive clusters
show larger dispersion in RM distributions (Govoni et al., 2010) and magnetic power spectra are
consistent with a Kolmogorov slope (e.g., Vogt and Enßlin, 2005b; Guidetti et al., 2008; Vacca et al.,
2012; Govoni et al., 2017).

This paper aims to shed light on the connection between large-scale magnetic and velocity fields
and their observables, i.e. Faraday RM and X-ray emission-line broadening, by studying simulations
of decaying cluster turbulence. By simulating an AGN outburst in a Perseus-like cluster, we demon-
strate that jet driven turbulence is mostly limited to the near vicinity of the jet, more specifically to
the wake of the bubbles. We also relate the kinetic to the Faraday RM powerspectra and detail the
velocity fields of dragged up material by the jet.

For this, we describe our initial conditions and simulation setup in Section 5.3. In Section 5.4,
we analyze our simulations of the ICM without jets. In Section 5.5, we then study the effects of AGN
driven turbulence in simulations with and without pre-existing turbulence and connect them to X-
ray and RM maps. Subsequently, in Section 5.6, we focus on AGN jet induced uplifts and conclude
in Section 5.7.

5.3 Methods

We use simulations of isolated galaxy clusters to study the impact of AGN driven jets on the mag-
netized ICM. The equations of ideal magnetohydrodynamics (MHD) are solved on a moving mesh
using the Arepo code (Springel, 2010; Pakmor et al., 2016b). CRs created in the jets are treated as a
second fluid including advection, Alfvénic, hadronic and leptonic losses (Pfrommer et al., 2017) and
anisotropic diffusion along magnetic field lines (Pakmor et al., 2016a). The simulation setup closely
resembles the one in previous work (Ehlert et al., 2018), with some minor changes.

5.3.1 Initial conditions

We model our simulated cluster after the Perseus cluster: the dark matter profile follows a Navarro-
Frenk-White (NFW) profile (Navarro et al., 1996, 1997) with virial radius1 R200,c = 2.12Mpc, virial
mass M200,c = 8 × 1014 M⊙ (Reiprich and Bohringer, 2002), and concentration parameter cNFW = 5.
We adopt the electron number density profile from Churazov et al. (2003) rescaled to a cosmology
with h = 0.67:

ne = 46× 10−3

1 +
(

r

60kpc

)2−1.8

cm−3

+ 4.7× 10−3

1 +
(

r

210kpc

)2−0.87

cm−3.

(5.4)

1We define the cluster virial radius as the radius at which the mean enclosed density equals 200 times the critical
density of the universe today.
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Figure 5.1: We show thin projections (132kpc × 90kpc × 4kpc) of density ρ, temperature T , Alfvénic Machnumber MA =√
ϵkin/ϵB, thermal pressure Pth and 2− 12 keV X-ray surface brightness IX centred on the BH at 50Myr. To reduce photon

noise, the simulated X-ray exposure is 2.5 Ms and the map has been smoothed with a Gaussian kernel of 2 arcsec width.
The bubbles are in the process of disruption by dense central gas that is accelerated upwards in the wake of the bubbles.

We include a turbulent magnetic field in the ICM. In Fourier space the magnetic field follows
a Kolmogorov spectrum on scales smaller than the injection scale k−1

inj = 37.5kpc and white noise
on larger scales. Our choice of kinj is motivated by observations of RMs of CC clusters, which find
magnetic fields fluctuating on scales from a few to tens of kpc (Vacca et al., 2018). Motivated by
Bonafede et al. (2010), who find their large sample of RMs for Coma to be consistent with a constant
magnetic-to-thermal pressure ratio, we scale the concentric shell averaged magnetic field strength
to a magnetic-to-thermal pressure ratio of XB,ICM = 0.05, independent of radius. The strength of the
magnetic field is motivated by radio synchrotron (de Gasperin et al., 2012) and RMs (Kuchar and
Enßlin, 2011) by scaling magnetic field strength to the density of the Perseus cluster (see Section 3.1
in Pfrommer, 2013). We refer to our previous work (Ehlert et al., 2018) for the precise procedure to
set up this divergence-free field.

5.3.2 Jet modeling

The launching of the jet follows previous work (Weinberger et al., 2017; Ehlert et al., 2018), with some
minor modifications: we set up two spherical injection regions with radius rjet = 1.65kpc at a distance
of 3.3kpc on opposite sides of a central SMBH. These regions serve as inflow boundary regions, in
which the jet density ρjet = 10−28 gcm−3 is kept constant throughout the injection and the thermal
energy, as well as a weak toroidal magnetic field with relative energy density XB,jet = 0.1 are adjusted
to be in pressure equilibrium with the surrounding medium. To ensure overall mass conservation,
the mass that was taken out of (or put into) the injection region is added (or removed) from the
SMBH surroundings that is not within these injection regions. After accounting for the (comparably
small amount of) energy required for the preparation of this state, the remaining energy is added in
the form of kinetic energy creating bipolar outflows from the jet regions. We inject a passive (mass-
weighted) tracer Xjet with the jet fluid and initialize it with Xjet = 1. This allows us to define our
jet/lobe as all cells where Xjet > 10−3.

In our previous work, we assumed a jet opening angle of zero. We showed that a low-density jet
does not necessarily suffer from the drilling though the ICM reported in previous works of this kind
(Weinberger et al., 2017). Yet, when matching the Perseus lobes in energy, the resulting simulated
lobes still come out too elongated in radial direction and at too large radii. To overcome this problem,
we choose to increase the working surface of the jet by introducing an opening angle, leading to a
termination at lower radii and more horizontally extended lobes. Empirically, we found a 30-degree
half opening angle to reproduce the Perseus lobe dimensions adequately (discussed in Section 5.5.1).
Note that the kernel-weighted injection favors the components close to the jet axis, de facto leading
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Figure 5.2: From top to bottom we show radial profiles of volume-weighted density, square root of volume-weighted
magnetic field strength and square root of mass-weighted velocities for models NoJet, Fiducial and NoTurb (from left to
right) at stated times. The bubbles are visible as depressions at r < 20kpc at 25Myr. The turbulent magnetic field decays
as a function of time. AGN-induced velocities are limited to the vicinity of the bubble.
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Figure 5.3: We show one-dimensional power spectra of kinetic energy density, magnetic energy density (left panel) and its
evolution at 0, 30, 50, 70Myr (right panel) of a BH-centred box with L = 400kpc of Fiducial (lines) and NoJet (dashed).
Additionally, power spectra assuming a smooth magnetic profile are plotted (’smooth profile’) to quantify the contributions
from the cluster profile, which only become relevant on large scales (> 200kpc). Shaded regions show an artificial increase
in power due to leaking from higher scales which is caused by the inherent (and incorrect) assumption of periodicity. The
influence of the AGN on the power spectrum is minuscule. Magnetic tension initially leads to an increase of kinetic power.
After 30Myr the driving by the progressively more relaxed magnetic field (as evident by decaying magnetic power) cannot
keep up with the competing decay of kinetic turbulence. This leads to an overall decrease of kinetic power.

to half the injected momentum being injected at an angle of less than 10 degree. The necessity for
this opening angle hints towards more complex small-scale jet physics below the resolution limit of
our simulation2, yet we caution to not over-interpret its precise value, since the jet propagation still
suffers from substantial numerical uncertainties in our setup (Appendix 5.8.2 and Weinberger et al.,
in prep.). Figure 5.1 shows a snapshot of a simulation including thin density and temperature slices
at 50Myr, i.e. 35Myr after the jet became inactive.

Since we cannot resolve the acceleration of CR protons at internal shocks self-consistently within
this model, we adopt a subgrid-scale model that dissipates the initial kinetic energy into CR and
thermal energy. In practice, we convert thermal energy to CR energy in the lobes (Xjet > 10−3) such
that a minimum CR-to-thermal energy ratio Xcr,acc = 1 is obtained while the jet is active. Our (conser-
vative) choice of the CR contribution follows from a systematic comparison of the plasma conditions
in Fanaroff & Riley class I and II radio galaxies that suggest that their internal composition is system-
atically different: the different radio morphologies and jet-power/radio-luminosity relationship are
best explained by the presence of an energetically dominant proton population in the FRI, but not
the FRII radio galaxies (Croston et al., 2018). We magnetically isolate the injection region to inhibit
unphysical diffusion of CRs. In the ICM, CRs are expected to scatter on self-generated Alfvén waves
(Kulsrud, 2005). Due to inefficient Alfvén wave damping CRs are confined to stream down their
pressure gradient ∇Pcr close to the Alfvén speed vA (Zweibel, 2013; Thomas and Pfrommer, 2019;
Thomas et al., 2020). CRs that stream faster than the local Alfvén speed excite the streaming insta-
bility that continuously generates Alfvén waves, which experience damping processes. Thereby, CR
energy is effectively transformed into thermal energy via Alfvén heating with power Hcr = |vA · ∇Pcr|.
In line with Sharma et al. (2009) and Wiener et al. (2017), we introduce an effective CR diffusion
coefficient κcr,A = 1029 cm2 s−1 and emulate CR streaming by including CR advection, anisotropic
diffusion and account for Alfvénic losses (see Ehlert et al., 2018, for more details).

For the high resolution runs, to focus the computational resources on the region of interest, we
chose the target mass to be dependent on distance from the centre r,

mtarget = mtarget,0 exp(r/100kpc), (5.5)

2Possible effects could include the interaction with a clumpy interstellar medium (Mukherjee et al., 2016), jet instabili-
ties such as the magnetic kink instability (Tchekhovskoy and Bromberg, 2016; Mukherjee et al., 2020) or an actual, wider
opening angle wind component (Yuan et al., 2015).
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Jet parameters
Jet power Pjet 1045 ergs−1

Jet life time τjet 15Myr
Jet density ρjet 10−28 gcm−3

Jet launching region rjet 1.65kpc
CR acceleration Xcr,acc 1
Jet magnetization XB,jet 0.1

Magnetic field parameters
Injection scale kinj 37.5−1 kpc−1

Resolution
Target mass mtarget,0 low res.: 1.5× 107 M⊙

interm. res.: 1.5× 106 M⊙
high res.: 4.5× 104 M⊙

Jet target volume V 1/3
target lower res.: 873pc

interm. res.: 405pc
high res.: 188pc

Minimum volume Vmin Vtarget/2

Table 5.1: Parameters for jet, the magnetic field and refinement.

Label Jet active XB,ICM Resolution
Fiducial True 0.05 High
NoTurb True 0 High
NoJet False 0.05 High
X25 True 0.25 Interm.
X5 True 0.05 Interm.
X1 True 0.01 Interm.

Table 5.2: List of simulations and magnetic parameter variations. Note, run NoTurb is setup without magnetic fields in a
hydrostatic atmosphere.

with cells at the outskirts limited to a maximum volume. We summarize adopted parameters for
our simulations in Table 5.1, where target mass refers to the maximum mass per cell in the inner
region of the ICM and the jet target volume is the volume resolution in our lobes (Xjet > 10−3). Note
that the cells are (de-)refined if the mass deviates more than a factor of two from the target mass
(and similarly for the jet volume). We list our main simulations in Table 5.2. Target mass and target
volume represent the two resolution parameters of the simulation, each for a different part of the
simulation (ICM and jet/lobe, respectively). In this study, we only present runs where both are
varied by the same factor, allowing for a single definition of resolution. In the following we focus
our analysis on our high resolution simulations unless stated otherwise.

5.3.3 Analysis

X-ray emission

To create velocity dispersion maps, we create synthetic X-ray observations of the simulation snap-
shots and fit the line profile of the mock spectrum. In particular, we employ the pyxsim code (ZuHone
and Hallman, 2016) using the specific internal energy and density of each gas cell, assuming a metal-
licity of the gas to be 0.7 solar metallicity and Asplund et al. (2009) element abundance ratios. The
code makes use of the apec library (Smith et al., 2001, version 3.0.9) to calculate emission spectra
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in the energy range 2 − 12 keV. The spectra are sampled with photon packages, taking into account
thermal and Doppler broadening. The photon packages are then projected onto the detector plane,
taking into account ISM absorption using the Tuebingen-Boulder absorption model (Wilms et al.,
2000) assuming a column density of 4 × 10−20 cm−2, and astrophysical backgrounds are added. We
put the galaxy cluster at a redshift of z = 0.017284, with 1arcmin corresponding to 21kpc using the
cosmological parameters h = 0.67, Ωm = 0.3, ΩΛ = 0.7. We then convolve the photons with instru-
mental effects of XRISM Resolve using the Soxs library, including an Auxiliary Response File (ARF),
point spread function (PSF) effects as well as energy scattering is introduced using a Redistribution
Matrix File (RMF)3, and perform the synthetic observation with exposure time 250 ks.

We then use the mock spectrum and fit a multi-Gaussian to the FeXXV He-α complex. Similar
to Hitomi Collaboration (2016), we use a single width for all but the strongest line, as well as a
single offset, but variable amplitudes, thus ending up with 12 fit-parameters. Note however that we
omit the fitting of the weaker lines for simplicity. We obtain the bulk velocity and line width from
the fit parameters. Subtracting the square of the expected thermal broadening (assuming a single-
temperature gas at 4 keV) from the squared line width, we obtain the squared velocity dispersion.

To assess the effect of the different steps in this pipeline, we also produce (2 − 12 keV) emission
weighted velocity dispersion maps as well as maps of ‘ideal’ observations (omitting instrumental
effects). We discuss these effects in Appendix 5.8.3. Note, however, that due to the idealized nature of
the simulations, uncertainties resulting from temperature and metallicity variations are not captured
in this setup.

Faraday rotation measure

The rotation measure RM is given by

RM =
e3

2πm2
ec4

∫ se

0
ds neB, (5.6)

where the magnetic field is integrated along the line of sight from the source at se to the observer at
s = 0.

This is done by sampling the magnetic and electron density field with a finely spaced (∆x = 90pc)
3D cartesian grid of dimensions 110kpc − 70kpc − 1.5Mpc, and numerically integrating along the
third axis for each pixel.

Kinematics of uplifted gas

In order to study the motions of the central ICM induced by the AGN, we initialize a passive scalar
within 5kpc of the SMBH to unity. This scalar is only advected with the flow and prone to dilution.
To determine the velocity dispersion and mean velocity in individual pixels in the projected map we
compute scalar mass weighted histograms. For this, we only consider cells with mass fractions of
> 10−3. Velocity dispersion and mean velocity correspond to the variance and mean of a Gaussian
that we fit to the highest peak in the velocity distribution. If fitting errors exceed 50%, we double
the bin size in the corresponding pixel, refit the velocity distribution, and check new fitting errors.
The later applies to a few cells in the outskirts of the lobes. We confirmed that our results remain
invariant under variations of detailed parameters (bin size, mass fraction, etc.). All individual fits
contain of order 104 unique data points. Thereby, sufficient sampling is ensured by enforcing high
resolution in the ICM.

5.4 Large-scale turbulence

To study the impact of AGN driven jets on ICM turbulence, we first discuss the evolution of the ICM
in absence of jets. Subsequently, we discuss the lobe properties as well as the impact of jets in both,

3We use the ARF and PSF file version 20170818.
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a quiescent and a turbulent ICM environment in Section 5.5.
First, we focus on the inherent link between equations (5.1) and (5.2) which allows us to resort

to the case of decaying MHD turbulence. Since the ICM is in hydrostatic equilibrium, i.e. the total
pressure gradient is balanced by gravity, magnetic tension forces convert magnetic energy to kinetic
energy as described in equation (5.2). Note that in this setup the magnetic field initially dominates
over the kinetic turbulence. This implies that the magnetic field is not substantially replenished by
dynamo processes and thus magnetic energy decreases over time, while the kinetic energy increases
initially. This can be seen in the radial profiles of electron number density ne, magnetic field strength
|B| and absolute velocity v at different times as shown in Figure 5.2. The magnetic field strength
decreases independently of radius by ≈ 0.2 dex over 70 Myr. After ≈ 30 Myr, stirring by magnetic
tension forces becomes subdominant compared to turbulent dissipation, leading to a decrease in
kinetic energy.

To study the scale-dependence of magnetic and kinetic energy density, we show the respective
one-dimensional power spectra in Figure 5.3. The magnetic power decays on most scales as shown
in the right panel. To quantify the modulation of the spectrum by the profile of the cluster, we
plot the power spectrum of a smooth magnetic field with magnetic-to-thermal pressure ratio XB,ICM.
Magnetic tension stirs the medium and thereby increases the kinetic power. After 30Myr, the ki-
netic turbulence decreases on all scales. The modulation due to the profile of the cluster dominates
the large scales of the power spectra (k ≲ (100kpc)−1). On scales (100kpc)−1 ≳ k ≳ (40kpc)−1, the
magnetic field roughly follows a white noise distribution. On smaller scales a Kolmogorov slope is
observed.

Having established the overall behaviour, we now show synthetic observables of our simulations
after 50Myr when both magnetic and kinetic fields decay globally. In Figure 5.4, we show (from top
to bottom) slices of the velocity, the velocity dispersion along the line of sight, slices of the magnetic
field and the RM of NoJet, Fiducial and NoTurb (from left to right).

We find Faraday RMs that are an order of magnitude above observed values. This is somewhat
surprising as magnetic field parameters were directly taken from observations. The magnetic field
of the jet has negligible effect on the overall RM (see Section 5.8.1). However, we note that RM
measurements are well known to be inherently sensitive to fine details of topological magnetic field
structures, especially in complex environments like clusters so that the magnetic field strength in
clusters can only be estimated within a factor of a few (Newman et al., 2002; Johnson et al., 2020).
In addition, we identify four effects that could be responsible for the discrepancy. (i) Possibly our
adopted coherence scale is too large and we therefore underpredict depolarization. To test this hy-
pothesis, we ran an additional simulation with an injection scale of kinj = 15−1 kpc−1, which decreases
RM by 30% (see Figure 5.5). (ii) Observed RMs are limited to few small patches in clusters that are
provided by the angular extends of radio lobes. Especially the bright central radio sources in CC
clusters imply a large dynamic range that challenges high-frequency polarized observations of lobes,
which are negligibly affected by Faraday depolarisation. (iii) Beam smoothing artificially lowers the
dispersion of observed RMs. We neglect this effect here. (iv) Vazza et al. (2018) find their simulated
magnetic fields to depart from a Gaussian distribution that is usually assumed when modeling Fara-
day RMs. Consequently, observations of RM possibly overestimate cluster magnetic field strengths.
This highlights the relevance of cosmological MHD simulations that are able to self-consistently
drive and sustain large scale magnetic fields. Moreover, this calls for a dedicated synthetic modeling
of observations to take into account all possible observational effects.

The velocity dispersion σlos corresponds to the variance of a Gaussian fit to X-ray weighted veloc-
ities along the line of sight. Gas velocities |v| in the ICM reach a few hundred km/s throughout the
cluster in simulations with initial turbulent magnetic field (Fiducial and NoJet). These translate
to a velocity dispersion of σlos ∼ 100kms−1 (second row; left and central panel), which corresponds
to the observed levels by Hitomi. This gives us another indication that our assumed field strengths
are too high as this magnitude of velocity dispersion would hardly be able to sustain our initial field
strengths. Varying magnetic field strengths, we find that velocity dispersion induced by fields with
weaker field strengths (X1) yield a velocity dispersion of ≈ 30− 60kms−1 (Figure 5.10). Higher field
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strengths (X25) yield a velocity dispersion of ≈ 130− 180kms−1 (see Appendix 5.8.1). We confirmed
the numerical convergence of these results (Figure 5.11).

We conclude that the magnetic field strength in combination with the turbulent injection scale
directly corresponds to the observed levels of ICM velocity dispersion. Detailed simulations of clus-
ter evolution therefore provide a direct link between magnetic field strength and tracers of velocity.
Fundamentally, this demonstrates that RM and line broadening in X-ray spectra are just two sides of
the same coin with their physical origin in cluster turbulence. The presence of magnetic turbulence
implies velocity dispersion and vice versa. Our simulations of decaying turbulence are meant as a
proof of concept to explore the relationship between velocity fields and magnetic fields. In reality,
perturbations to the cluster potential induced by merger or accretion induce velocity fluctuations
that excite a small-scale dynamo, which leads to exponential amplification of the magnetic field on
the dissipation scale. After equilibrating with the kinetic energy at this scale the magnetic field might
inverse cascade and is expected to saturate at a fraction of the kinetic energy (e.g., Schober et al.,
2015; Dominguez-Fernandez et al., 2019), unlike what we have adopted in the initial conditions.
Our results highlight the necessity for a self-consistent turbulent dynamo to amplify the magnetic
field to equilibrium levels to reliably determine the normalization in the relationship between RM
and ICM velocity dispersion. We conclude that one can predict levels of turbulence and magnetic
field strengths by observing the other, provided the turbulent injection scale and the growth history
is correctly simulated.

5.5 Impact of jets on the ICM

5.5.1 Lobe properties

In Figure 5.1, we show the bubble after 50Myr, i.e. 35Myr after the jet became inactive. From left
to right, we show density, temperature, Alfvénic Mach number, thermal pressure and X-ray emissiv-
ity. The bubbles appear as cavities in the integrated X-ray emissivity. The Alfvénic Mach number
corresponds to the ratio of kinetic and magnetic energy density, which, in parts of the ICM reaches
MA < 1. Thus the magnetic pressure is dominant and stirs the medium. The jet inflated lobes rise
buoyantly in the cluster atmosphere. At this time, the Rayleigh-Taylor instability starts to markedly
disrupt the bubbles. In the wake of the bubbles dense gas is pulled upwards from below. The core
of both bubbles is already filled with denser ICM and the southern bubble is in the process of split-
ting (see density and temperature map). The thermalization of kinetic energy during jet propagation
and lobe formation drastically lowers the magnetic-to-thermal pressure ratio compared to the ini-
tial value in the jet, XB,jet. Consequently, the magnetic field becomes subdominant in the lobes (see
Alfvénic Mach number MA > 1). In the thermal pressure map the bubbles appear as cavities due to
the significant pressure support by CRs, as is evident from the large CR-to-thermal pressure ratio
Xcr ≥ 0.5.

The total work required to inflate the lobes can be quantified as the sum of ptotV of all cells
with a jet scalar contribution X > 10−3 (assuming that the bubbles are in pressure equilibrium with
the ambient ICM). Here ptot,i is the total pressure of cell i, taking into account thermal, CR and
magnetic pressure and V its volume. In the present snapshot the energy determined this way is∑

i ptot,iVi = 9.9× 1058 erg for both lobes combined. The energy estimate changes by roughly 30% if
the threshold for X is changed by an order of magnitude, highlighting the robustness of this result.

The thermal, CR and magnetic energies in the lobe are 1.1 × 1059 erg, 7.6 × 1058 erg and 7.2 ×
1056 erg, respectively, constituting a total lobe enthalpy of 2.8 × 1059 erg = 2.87

∑
i ptot,iVi (the total

injected energy is 4.7 × 1059). We note that CR and thermal energy in the active jet are brought to
equipartition by construction, implying an enthalpy of 3

∑
i ptot,iVi at these times. The subsequent

dominance of the thermal component is due to CRs diffusing out of the lobe during the 35 Myr
since the termination of the jet. Adiabatic expansion of the lobe drives the lobe towards being more
CR dominated (since the adiabatic index of the CR fluid is lower). However, this effect is evidently
smaller than diffusive CR losses. We can also infer that about 60 per cent of the injected jet energy is
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Figure 5.4: From left to right, we display simulations NoJet, Fiducial and NoTurb at 50Myr. In the first row we show
thin projections (4kpc) of velocity |v| weighted with density. The second row shows velocity dispersion estimates along
the line of sight σlos directly computed from the velocity distribution in the simulation. The third row depicts the velocity
dispersion obtained from fits to mock spectra σxrism including instrumental effects of XRISM. The fourth row shows thin
projections (4kpc) of the magnetic field |B| centred on the BH weighted with the volume. Finally, we show Faraday RM
maps. Displayed images have dimensions 132kpc × 132kpc. Calculated velocity dispersion and RM encompass the full
depth of the box (1.5Mpc). Our initial turbulent magnetic field induces velocity dispersion at the observed level as seen for
NoJet and Fiducial. The AGN affects turbulence (velocity dispersion) only in its near vicinity. Secondly, the contribution
of the jet to RM is negligible.
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Figure 5.5: Maps of Faraday RM of our simulations with a magnetic injection scale k−1
inj = 37.5kpc (Fiducial model, left)

and k−1
inj = 15kpc (centre). Histograms of RM distribution with corresponding dispersion σRM are shown on the right. A

decreasing injection scale implies a smaller RM dispersion.

Figure 5.6: We show the velocity dispersion of the ICM (top) and slices of the velocity (bottom) at different times (left
to right) of the model Noturb. We overlay contours of slices of the jet tracers Xjet =

{
10−3, 10−2

}
(purple and yellow) to

highlight the location of the lobes. Displayed images have dimensions 132kpc×132kpc. After passing of the initial shock
wave, the rising bubbles only causes an increased velocity field in the immendiate wake of the bubbles.
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Figure 5.7: Emission weighted velocity dispersion maps with different spatial resolution at 50Myr.

no longer associated with the lobes. This energy has been (i) dissipated in the bow shock during jet
propagation, (ii) invested in pdV work on the ambient ICM during the formation and expansion of
the lobes, and (iii) lost by diffusing CRs that have escaped the lobes as well as hydrodynamic mixing
of lobe material with the surroundings.

The extent and shape of the lobes can be evaluated from the X-ray emissivity image, with a lobe
diameter of about 20kpc at a distance of 25kpc from the center. These values can be compared to
literature values of the lobes in the Perseus Cluster, e.g. Bîrzan et al. (2004); Rafferty et al. (2006);
Diehl et al. (2008), which have similar dimensions and positions. We are therefore confident that
the behaviour of these lobes is similar enough to meaningfully compare their effect in the simulated
ICM to observational data.

5.5.2 Dynamical impact of jets

Having presented the properties of the ICM and the lobes, we move on to focus on the effect of a
single jet outburst on observable ICM properties.

The inflation of the bubble is visible as a drop in both density and magnetic field strength within
the inner 10kpc at 25Myr in Figure 5.2. The compression of the upstream gas due to the shock
front is also evident in the profile shown in Figure 5.2. From the magnetic field and particularly the
absolute velocity profiles, it becomes evident that the jet does have some impact on the kinematic
structure of the gas within the range of the lobe itself, however not beyond this radius. The simula-
tions without initial turbulence clearly show the limited range of the turbulent driving of the AGN
lobes.

Turning to the spatial distribution of the turbulence using line of sight velocity and velocity
dispersion in Figure 5.4, it becomes evident that the arcmin spatial resolution mostly reveals large-
scale turbulence which in our simulations originates from the initial conditions, rather than the jet.
However, a small, but subdominant effect from the jet is observable, yet only differentially. In the
case of a quiescent ICM it becomes particularly clear that the impact on the ICM turbulence is only
present at the location of the lobes and in their past trajectory, disfavoring the idea that the lobes
can sustain ICM turbulence throughout the entire cluster core and on scales up to several tens of
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kpc. This also suggests that the observations probing these spatial scales might not directly probe
AGN induced turbulence, but rather turbulence induced by other processes such as fluctuations of
the cluster potential as a result of mergers or accretion, substructure infall, or thermal instability (all
of which are not included in these simulations). We discuss the required spatial resolution to detect
the lobe-induced turbulence in the next subsection.

Although our analysis is limited to a single jet outburst, Figure 5.6 illustrates that jet-driven tur-
bulence is spatially constrained to the wake of the rising bubbles. We focus on our model NoTurb
and show the velocity dispersion of the ICM (top) and slices of the absolute velocity (bottom pan-
els). The initial AGN outburst drives a shock wave into the ICM, which induces small-amplitude
vorticity, which quickly decays. Significant turbulence is therefore limited to the wake region of the
jet/bubbles, which is then advected upwards as those buoyantly rise. Our jet parameters are mod-
elled after detected bubbles in Perseus. While more powerful AGN events are expected to possess
larger wake regions, they are not observed in Perseus. In addition, duty cycles in Perseus are not ob-
served to be short enough for a concatenation of small outbursts to be able to sustain turbulence in
the entire core region. Nevertheless, the uncertain degree of jet precession may potentially increase
the level of isotropy of the jet driven turbulence somewhat.

Zhuravleva et al. (2014) infer the ICM heating rate due to dissipation of turbulence from X-ray
observations of CC clusters. They conclude that the turbulent heating rate is sufficient to halt cooling
in these clusters and suggest it as the main heating mechanism (Zhuravleva et al., 2016). In contrast,
Mohapatra and Sharma (2019) find the required level of turbulence for turbulent dissipation to be
the dominant heating mechanism to be inconsistent with Hitomi measurements. Our results indicate
that lobes of the size of the ones in Perseus cannot be the sole driver for this level of turbulence. This
is in agreement with findings of other simulations in the literature (Reynolds et al., 2015; Bourne
and Sijacki, 2017; Bambic et al., 2018a; Bambic and Reynolds, 2019). Interestingly, simulations in
self-regulated setups (e.g. Lau et al., 2017; Li et al., 2017) show slightly higher levels of turbulence.

5.5.3 Observational effects

In Figure 5.4 we show emission weighted velocity dispersion maps (second row) and velocity disper-
sion maps determined by fitting spectra of synthetic XRISM observations (third row). Overall, the
two maps show agreement, highlighting the robustness of the method, however with a noteworthy
systematically higher velocity dispersion in the outer regions of the synthetic observations. To un-
derstand this discrepancy, it is important to realize that the fitted line broadening is a superposition
of thermal and Doppler broadening. Thus, to infer the velocity dispersion, we subtract the effect of
thermal broadening, for which we assume a temperature of 4 keV. Since the cluster is set up as a
cool-core cluster, its real temperature in the center is slightly lower in comparison to the edges of the
projection, which leads to an incomplete subtraction of thermal broadening at the edges and thus
an overestimate of the velocity dispersion in these regions. Note that the temperature differences in
our simplified setup are likely lower than in reality since we do not include cooling or cosmological
environment in our setup. In Appendix 5.8.3 we disentangle the instrumental effects from the effect
of fitting the spectra on the inferred map.

In addition, we show emission weighted velocity dispersion maps at different spatial resolutions
in Figure 5.7. While the 60 arcsec resolution map shows the overall level of velocity dispersion,
the 20 arcsec resolution map already resolves the largest modes of the turbulence. Most strikingly
on display at the highest resolution map (6 arcsec) is the fact that the Fiducial map seems to be a
superposition of the external turbulence of the NoJet and the jet driven turbulence of the NoTurb

runs. This indicates that the degree of ICM turbulence into which the jets are launched does not
impact the extent to which they drive more turbulence. We speculate that this breaks down once the
shape and position of the jet inflated lobes is substantially altered by existing ICM turbulence.

In summary, we find that the kinematic impact of the lobes is very localized, which is only iden-
tifiable at high resolution, when the lobes are spatially resolved. This is particularly true when
considering the bulk velocities with superimposed lobe velocities seen at an inclination (not shown
here). We note that we did not create full synthetic observations (in Figure 5.7) and ignored the effect
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of photon noise in this example. However, Figure 5.7 illustrates the wealth of additional information
higher resolution velocity dispersion maps contain about the state of turbulence in the ICM and its
origins.

We conclude that AGNs only drive turbulence locally. This is in line with previous work, which
find AGNs to be very inefficient drivers of kinetic energy (Reynolds et al., 2015; Yang and Reynolds,
2016; Bourne and Sijacki, 2017; Hillel and Soker, 2017b; Prasad et al., 2018). Consequently, cluster
turbulence seen by Hitomi Collaboration (2016) appears rather related to sloshing motions initiated
by mergers (ZuHone et al., 2018; Walker et al., 2018; Ichinohe et al., 2019) and/or cosmological flows
(e.g., Vazza et al., 2012). Having shown that the main impact on gas flows from jets is in the wake of
inflated lobes, we focus on this region in the following.

5.6 Jet-induced uplift of the ICM

Cold gas is observed as disks and/or filamentary structures in the center of galaxy clusters (e.g.,
Koekemoer et al., 1999; Salomé et al., 2006; Russell et al., 2019). Submillimeter to optical observa-
tions reveal the complex velocity structures of cold gas. While disks show circular motions, filaments
often surround bubbles or are found in the downstream regions. Predominantly smooth velocity gra-
dients in filaments provide additional evidence that AGNs have a strong influence on their velocity
structures (e.g., Werner et al., 2014; Tremblay et al., 2018; Gendron-Marsolais et al., 2018b). Its
origin is under debate. One idea is that cold gas condenses out of the hot phase when the ratio of
cooling time tcool and free-fall time tff fall below a critical value tcool/tff < 10. This cold gas is then
uplifted by an AGN (Gaspari et al., 2012; Voit et al., 2017). Alternatively, the thermal instability may
be triggered by the turbulent uplift by an AGN (McNamara et al., 2016; Olivares et al., 2019; Martz
et al., 2020) or possibly a sloshing galaxy (Vantyghem et al., 2019). Simulations by Beckmann et al.
(2019) find evidence for the former two.

In the following, we focus on the flow patterns of gas that is dragged up by the jet from the vicinity
of the SMBH. We employ our idealized, non-radiative MHD setup to separate motions induced by
cooling from motions caused primarily by the AGN. Motions induced by condensating material that
is collected in the so-called cloud-growth regime (Gronke and Oh, 2018; Li et al., 2020; Sparre et al.,
2020) require higher resolutions and are usually studied in dedicated simulations of cooling clouds
submerged in hot winds. Consequently, this effect is not present in our setup.

Our analysis is focused on the Fiducial run at 50Myr. In Figure 5.8, we portray the column
density, velocity dispersion and mean velocity component along the line-of-sight of the traced gas
in each row, respectively. The jet is rotated around the SMBH towards the observer (θ) and anti-
clockwise in the plane (φ) at the same angle of θ = φ = 0◦,22◦,45◦,68◦ in panels from left to right,
respectively. At 50Myr, lobes are inflated, which rise buoyantly as bubbles in the cluster. Their
powerful wake causes magnetic field amplification and drags up gas from the center (Jones and De
Young, 2005; O’Neill et al., 2009). The later process is visible as filamentous structures of enhanced
column densities that extend from the centre of the cluster to the bubbles.

Induced mean velocities are highest in the filamentous structures and exceed values of 1000kms−1.
They are best visible when looking into the jet (high values of θ). Furthermore, the transverse com-
ponent reaches velocities exceeding ≳ 500kms−1. The inner material is dragged along with the jet
while downwards motions towards the SMBH are more common in the outer parts of the cocoon.
The dragged up material even penetrates the center of the bubble and the bubble morphs into a
torus. High vorticity and turbulence is generated throughout the bubble and wake. However, the
velocity dispersion of the dragged up material remains surprisingly low with velocities in the range
10− 40kms−1.

Figure 5.9 shows a sample of four histograms that provide an overview of diversity seen in the
velocity structure in individual pixels, corresponding to individual line-of-sight projections. Pixels
show single Gaussian peaks with subdominant secondary flows (upper panels). At least two Gaussian
components can be identified in the lower left panel. But we also find very heterogeneous velocity
distributions in a significant fraction of pixels (lower right panel). Here, we see a clear peak in ad-
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Figure 5.8: From top to bottom, we show surface density Σ of tracer material lifted from the center, tracer mass-weighted
velocity dispersion σ and mean velocity v̄ along the line of sight through the simulation box. Variables are binned in pixels
of 0.7kpc× 0.7kpc. Images have dimensions 90kpc× 90kpc. We show results for Fiducial at 50Myr. From left to right,
the jet is rotated towards the observer at angle θ and counter-clockwise in the plane at angle φ. The wake accelerates
the tracers up to 1000kms−1 along the jet axis (high θ). The main velocity component shows low dispersion. Our high
resolution allows us good sampling of the velocity distribution.

dition to many additional components moving in opposite directions. Thereby, a single Gaussian
fit and its velocity dispersion cannot accurately account for the intermittent velocity structures of
multiple velocity components in the flow patterns of the dragged-up material. Note that the turbu-
lent ICM also influences the motion of the scalar. However, our comparison of induced velocities in
Fiducial and NoTurb showed that the ICM contribution is secondary.

In summary, we are left with a remarkably coherent outflow in the wake of the bubble, at or
exceeding the buoyant rising velocity of the jet-inflated bubble, reaching Mach numbers of almost
unity (see Figure 5.6, bottom panel, sound speed around 103 kms−1), and fairly insensitive to pre-
existing turbulence. Since the bubble velocity is mostly set by cluster properties and bubble size
(Churazov et al., 2001), we expect it to be fairly insensitive to details of the jet other than the total
injected energy (which determines the bubble size, as shown in Ehlert et al., 2018). In the outflow
reference frame, the local velocity dispersions constitute Mach numbers of only around 0.01-0.05.
This has important implications for future studies of the thermodynamics of these outflows since it
allows to study thermal instability in local simulations of outward moving patches of gas, without
the need for a global, cluster wide simulation. While we only investigate one specific case, there is
no reason to assume this changes qualitatively with changed jet parameters, though it is plausible to
assume that the range of turbulent Mach numbers in the outflow frame across varying jet parameters
is larger than presented here.

5.7 Conclusions

We run MHD simulations of jet-inflated bubbles in a Perseus-like CC cluster with a turbulent mag-
netic field. The equations of MHD directly relate large-scale magnetic and velocity fields via the
momentum and induction equation, which we connect to two observables: line of sight velocity dis-
persion as measured by high spectral resolution X-ray spectroscopy and RM. Furthermore, we study
the influence of the AGN on the velocity field, its detectability and the effect of spatial resolution.
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Figure 5.9: Histograms of the velocity of uplifted tracers by the AGN. Panels correspond to the line-of-sight velocity
distribution in a single pixel weighted with tracer mass. We also overplot Gaussian fits that are used to determine mean
velocity and velocity dispersion of the main velocity component (see Figure 5.8). The velocity distribution is dominated
by a single Gaussian in the upper panels. However, the velocity distribution in the lower panels shows two distinct
peaks or a predominantly flat distribution, respectively. The induced turbulent velocities show diverse and very complex
distributions. Assuming a single velocity component is clearly insufficient to represent the complex flow structure.
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Finally, we analyze the velocity structure of uplifted central gas in the wake of the buoyantly rising
radio-lobes. We summarize our findings as follows.

• Measurements of large scale magnetic fields and velocities in galaxy clusters are inherently
coupled. The strength, radial scaling and injection scale of our magnetic fields are motivated
by observations. Interestingly, they yield RM values that are an order of magnitude higher than
observed. While uncertainties of order a few are unavoidable when determining magnetic field
strengths from RM measurements, observationally obtained magnetic field strengths may ad-
ditionally suffer from Faraday depolarization and only probe a very limited spatial window. As-
suming too large magnetic coherence scales may also bias the inferred magnetic field strengths
high. Finally, beam smoothing and possible departures from Gaussianity may further alleviate
this discrepancy (see discussion in Section 5.4). This highlights the relevance of cosmological
MHD simulations that are able to self-consistently drive and sustain large scale magnetic fields.
Moreover, this calls for a dedicated synthetic modeling of observations to take into account all
possible observational effects.

• The influence of the AGN driven jet on the velocity fields is limited to the lobe’s proximity. Gas
flows on scales larger than the characteristic size of the lobes are not AGN driven.

• Given the arcmin resolution of the analysis of the Hitomi data of Perseus, we conclude that the
measured cluster turbulence is likely not directly driven by rising radio lobes.

• Central gas is dragged up in filament-like structures by the AGN. A complex multi-component
velocity structure is induced in the lifted material. While the bulk velocity of the lifted material
exceeds 1000 km s−1, the line of sight velocity dispersion is remarkably low with only about 50
km s−1. The previously central gas remains constrained to the wake and near proximity of the
rising bubbles.

The connection of line of sight velocity dispersion and RM studied in this work highlights the
multi-facetted nature of intra-cluster turbulence, and the role numerical simulations can play to
connect the different observables. We restricted this study to non-radiative simulations in order to
quantify the role of ’stirring’ by rising radio lobes without the additional effects of an (AGN moder-
ated) cooling flow, as well as to an individual outburst. In the future, we plan to study the influence
of cooling on the local AGN-induced velocity fields. This will allow us to compare our model to
observed filaments in CC clusters.
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5.8 Appendix

5.8.1 Varying magnetic field parameters

We varied the initial magnetic field strength in our simulations and depict the resulting velocity
dispersion in Figure 5.10. The magnetic-to-thermal pressure ratio in the ICM XB,ICM decreases as
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XB,ICM = 0.25, 0.05, 0.01 from left to right. Consequently, the velocity dispersion decreases as ≳
150kms−1, ∼ 100kms−1 and ≲ 60kms−1, respectively. The lowest magnetic field run X1 cannot stir
the ICM sufficiently, to reach the velocity dispersion observed by Hitomi. Both X25 and X5 produce
a velocity dispersion that is consistent with Hitomi measurements. However, we emphasize that
cosmological simulations are necessary to follow the evolution of the magnetic dynamo and obtain
self-consistent velocity fields.

In addition, we show simulations at decreasing resolution from left to right in Figure 5.11. The
velocity dispersion decreases slightly with resolution. This is likely due to the increased numerical
diffusivity in the lower resolution runs, which decrease the effectiveness of the stirring on longer
timescales. The RMs show higher maxima in the low resolution run. Intermittent magnetic field
strengths are less resolved so that the cancelling of RM is reduced.

Turning our attention now to the influence of jet magnetic fields on the overall RM, we see that
RM is dominated by the contributions from the ICM. In Figure 5.12 we compare the total RM from
ICM and jet (left) with the RM from the jet only (right). Some rims of the bubble and sparse filaments
show relatively high signal. Here, only a few cells exceed the threshold in Xjet and thereby suffer
from minimal depolarization. Comparing magnitudes, we see that the lobes contribute at least two
orders of magnitude less signal compared to the ICM. This is consistent with observations, that would
otherwise generally suffer from considerable beam polarization (e.g., Han, 2017). Note however, that
some sources show evidence for a dominating contribution from locally compressed ICM close to the
lobes (Rudnick and Blundell, 2003; Guidetti et al., 2012).

5.8.2 Jet resolution study

To improve the numerical convergence with respect to the distance traveled of our jets, we introduce
an opening angle δj to the model. As discussed in Section 5.3.2, half of the momentum is injected
with an angle smaller than 10 degree from the jet axis, while the maximum angle is 30 degree. While
the jet initially fans out, it is almost immediately collimated by the pressure of the ambient ICM.
This leads to an overall broadening of the jet where better resolved jets are affected more. Thereby
better convergence of jet distance is obtained. In Figure 5.13, we contrast the bubble distance with
and without opening angle as a function of time for simulations at three different resolutions. Sim-
ulations with an opening angle of δj = 30◦ converge more to similar distances than those without
opening angle (δj = 0◦).

5.8.3 Synthetic X-ray observations

Figure 5.14 shows velocity dispersion maps using different methods from a full synthetic observation
(top row), a fit to photon spectrum, i.e. synthetic observation without instrument response (middle
row), and a 2 − 12 keV emission weighted velocity dispersion. While there is a systematic increase
in velocity dispersion originating from a higher temperatures at the outskirts of the projection, the
instrumental effect mainly introduces scatter on a pixel by pixel basis.
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Figure 5.10: From left to right, we compare runs X25, X5, X1 with varying magnetic field strengths XB = 0.25, 0.05, 0.01,
respectively. A higher magnetic fields strength provides a stronger tension force that induces higher velocities and velocity
dispersion in the ICM. Both X25 and X5 induce a velocity dispersion consistent with Hitomi measurements, X25 is at the
upper end and X5 thereby preferred. See Figure 5.4 for details on shown quantities.
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Figure 5.11: From left to right, we compare simulations at high, intermediate and low resolution, respectively. The loss of
small scale structures leads to an increase in RM for the low resolution run as depolarization is reduced. However, overall
features in runs at high and intermediate resolution show convergence. See Figure 5.4 for details on shown quantities.
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dominates the RM signal by at least two orders of magnitude. The enhancement in parts of the bubbles’ rim and some
filaments is an artifact of the tagging process of the lobes.
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Self-regulated AGN feedback of light jets in cool-core clusters 6
This chapter is an adapted version of the paper Self-regulated AGN feedback of light jets in cool-core
clusters submitted to MNRS and posted on arXiv as Ehlert et al. (2022).

6.1 Abstract

Heating from active galactic nuclei (AGN) is thought to stabilize cool-core clusters, limiting star for-
mation and cooling flows. We employ radiative magneto-hydrodynamic (MHD) simulations to model
light AGN jet feedback with different accretion modes (Bondi-Hoyle-Lyttleton and cold accretion) in
an idealised Perseus-like cluster. Independent of the probed accretion model, accretion efficiency,
jet density and resolution, the cluster self-regulates with central entropies and cooling times con-
sistent with observed cool-core clusters in this non-cosmological setting. We find that increased jet
efficiencies lead to more intermittent jet powers and enhanced star formation rates. Our fiducial
low-density jets can easily be deflected by orbiting cold gaseous filaments, which redistributes angu-
lar momentum and leads to more extended cold gas distributions and isotropic bubble distributions.
In comparison to our fiducial low momentum-density jets, high momentum-density jet heats less
efficiently and enables the formation of a persistent cold-gas disc perpendicular to the jet that is
centrally confined. Cavity luminosities measured from our simulations generally reflect the cooling
luminosities of the intracluster medium (ICM) and correspond to averaged jet powers that are rel-
atively insensitive to short periods of low-luminosity jet injection. Cold gas structures in our MHD
simulations with low momentum-density jets generally show a variety of morphologies ranging from
discy to very extended filamentary structures. In particular, magnetic fields are crucial to inhibit the
formation of unrealistically massive cold gas discs by redistributing angular momentum between the
hot and cold phases and by fostering the formation of elongated cold filaments that are supported
by magnetic pressure.

6.2 Introduction

Cool-core (CC) clusters with central cooling times smaller than 1 Gyr form a subclass of galaxy
clusters. However, the expected cooling flows are absent. Instead these clusters posses low star
formation rates and low central entropies (Peterson and Fabian, 2006). Jets driven by the central
AGNs inflate buoyantly rising bubbles that are observed as X-ray cavities. The mechanical luminosity
of AGNs estimated from cavity enthalpy appears to be tightly linked to the cooling luminosity (e.g.,
Bîrzan et al., 2004; Rafferty et al., 2006; Diehl et al., 2008), leaving sufficient heating energy to offset
the energy losses by the cooling ICM and establishing feedback from AGNs as the main heating
source (McNamara and Nulsen, 2012; Fabian, 2012) in CC clusters.

The AGN is fueled by cooling gas accreted by the central super massive black hole (SMBH).
The exact accretion mechanism remains uncertain. In many numerical simulations, Bondi-Hoyle-
Lyttleton accretion (Bondi, 1952; Hoyle and Lyttleton, 1941) is employed due to its simplicity. How-
ever, observations find that Bondi accretion provides insufficient power to fuel active jets in clusters
(e.g., Cavagnolo et al., 2011; McNamara et al., 2011; Russell et al., 2015; Fujita et al., 2016; Russell
et al., 2018). The ICM is prone to the thermal instability, which acts when the cooling time tcool
is of order or shorter than the free fall time tff (Mccourt et al., 2012). Cold gas may condense in
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the galaxy or can become thermally unstable as it is dragged up by the AGN (e.g., McNamara et al.
2016; Russell et al. 2017; Tremblay et al. 2018, but see, Jones et al. 2017). The condensing cold gas
is then predicted to rain on the central SMBH as cold accretion (Pizzolato and Soker, 2005; Sharma
et al., 2012; Gaspari et al., 2017). Tremblay et al. (2016) report observational evidence of such a cold
clumpy accretion flow towards a SMBH. In many CC clusters, cold gas takes a filamentary shape
(e.g., Russell et al., 2019; Olivares et al., 2019) where clusters with low values of tcool/tff show more
massive filaments (e.g., Cavagnolo et al. 2008; Voit and Donahue 2015; Lakhchaura et al. 2018 but
see Martz et al. 2020).

Hydrodynamic simulations of galaxy clusters are able to produce a self-regulated feedback loop
using a cold gas triggered SMBH accretion model which is coupled to the AGN feedback injection
(e.g., Gaspari et al., 2012; Li and Bryan, 2014; Prasad et al., 2015). However, there are various AGN
jet models proposed in the literature that range from high-momentum density jets (with or without
precession, Sternberg and Soker, 2008a; Hillel and Soker, 2014, which heat mainly via mixing the
cold and hot phases) to low-momentum density jets of various ICM-to-jet density ratios (Yang and
Reynolds, 2016; Weinberger et al., 2017; Beckmann and Dubois, 2022), which can be more easily
deflected by dense gas clouds in the path of propagation or by coherent and/or turbulent motions of
the ambient ICM (Heinz et al., 2006).

When including star formation, Li et al. (2015) find a substantial suppression of the star forma-
tion rate compared to the expectation from an unmediated cooling flow for large enough efficiencies.
A too low feedback efficiency, however, leads to high star formation rates ≫ 100M⊙yr−1, inconsis-
tent with observations (e.g., Fogarty et al., 2015). Cold gas properties are highly interconnected with
the heating-cooling cycle: AGN-induced uplift is key in shaping the spatial distribution of cold gas
(Yang et al., 2016), producing a wide range of cold gas cloud morphologies. Jets tend to shatter these
structures (Beckmann et al., 2019). The addition of magnetic fields in simulations leads to a suppres-
sion of unrealistically massive cold gas discs that tend to appear in purely hydrodynamic simulations
(Wang et al., 2021).

We simulate hot, low-density jets in an idealised magnetized CC cluster. In a companion paper
(Weinberger et al., in prep.), we compare our low-density jet implementation to other AGN feedback
implementations and study uncertainties arising due to resolution, parameter and model choices in
detail. Here, we focus on (i) self-regulated feedback in CC clusters, and its dependence on the accre-
tion prescription and jet properties, (ii) studying how mechanical X-ray cavity powers are related to
the cooling luminosities and (simulated) jet luminosities, (iii) addressing the relevance of magnetic
fields in redistributing the AGN feedback energy and in shaping the cold gas kinematics, and (iv)
exploring how sensitive these results are to jet and accretion parameter choices.

The outline of our work is as follows. In Section 6.3, we describe our initial conditions and
simulation setup. In Section 6.4 we demonstrate that independent of model choices, i.e. the adopted
accretion model, probed jet efficiency and jet density, we obtain a self-regulated CC cluster. We
analyse mechanical luminosities derived from X-ray cavities of our runs in Section 6.5 and study
magnetic fields and the emerging cold gas in Section 6.6. We discuss our results in Section 6.7 and
conclude in Section 6.8.

6.3 Methods and simulation models

We compute three-dimensional MHD simulations of AGN feedback in an idealised Perseus-like clus-
ter with the moving-mesh code arepo (Springel, 2010; Pakmor et al., 2016b). We use an HLLD Rie-
mann solver (Pakmor et al., 2011; Pakmor and Springel, 2013) with the Powell 8-wave scheme for
magnetic divergence control (Powell et al., 1999). In the following we describe the initial conditions,
our ISM modeling, and further details of our jet/accretion models and simulation runs.
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Figure 6.1: Radial profiles of the X-ray luminosity weighted electron number density (left), temperature (center), cooling
time tcool and free fall time tff (right) in our initial conditions. The shaded regions indicate the 10th and 90th percentiles.
Only gas cells with 0.2keV < kBT < 10keV are considered.

6.3.1 Initial conditions

We adopt the radial electron density profile from Churazov et al. (2003) rescaled to a cosmology with
h = 0.67:

ne = 46× 10−3

1 +
(

r

60 kpc

)2−1.8

cm−3

+ 4.7× 10−3

1 +
(

r

210 kpc

)2−0.87

cm−3,

(6.1)

which is set up in hydrostatic equilibrium with the gravitational potential comprised of an NFW
cluster potential with virial radius R200,NFW = 2Mpc, mass M200,NFW = 8×1014 M⊙ and concentration
parameter 5. On top of this cluster potential, we add a central galaxy potential approximated as an
isothermal sphere with M200,ISO = 2.4 × 1011 M⊙ with R200,ISO = 15kpc (Mathews et al., 2006). We
only account for the gravity that results from a static background potential, neglecting effects of
self-gravity. We confirmed that it has negligible effect in comparison runs.

The turbulent magnetic field is introduced as a Gaussian random field with a Kolmogorov slope
on scales smaller than kinj = 37.5−1 kpc−1 and white noise on larger scales. The chosen scale is con-
sistent with observations (Vacca et al., 2018). We use a constant thermal-to-magnetic pressure ratio
of XB,ICM = PB/Pth = 0.0125, lower than in previous work to reduce rather large resulting values of
Faraday rotation measure (Ehlert et al., 2021). The initial mesh consists of three nested meshes, with
increasing resolution towards the center. We used an iterative procedure to provide an initial mag-
netic field that obeys the magnetic divergence constraint, ∇·B = 0. Details of the divergence-free
field setup can be found in Ehlert et al. (2018).

We introduce temperature fluctuations in the initial condition, seeding thermal instabilities at
various stages to prevent the sudden emergence of a large amount of cold gas. We multiply the
hydrostatic temperatures by values drawn from a Gaussian random field for δT /T with dispersion
σ = 2 and mean µ = 1. The power spectrum of temperature fluctuations follows the Kolmogorov
slope on scales smaller than kinj = 37.5−1 kpc−1 and corresponds to white noise on larger scales,
consistent with the power spectrum of the fluctuations in the magnetic field strength.

In addition, we seed velocity fluctuations in the central 800kpc of the initial conditions to mimic
orbiting substructures and random gas motions that result from gravitational potential rearrange-
ments in the virialisation process. We initialize individual field components as a Gaussian random
field with standard deviation σ = 70kms−1. Powers on other scales are set to zero. The history of
the initial velocity field is quickly erased as the jet significantly perturbs the velocity field within
the crucial inner 200kpc. Note, we use the same velocity fluctuations for all simulations analysed to
simplify comparison across the different simulations.
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In order to ease comparison to X-ray observations, we weight some quantities with the cooling
luminosity of the X-ray emitting gas cells. Here, we only include cells with temperatures 0.2keV <
kBT < 10keV. The cooling luminosity is directly taken from the simulation. We refer to this weight-
ing scheme as “X-ray luminosity weighted” in the following. In Fig. 6.1, we show radial profiles of
the X-ray luminosity weighted electron number density, temperature, cooling time tcool and free fall
time tff.

The free-fall time tff (Sharma et al., 2012) (or local dynamical time, Mccourt et al. 2012) is given
by

tff =
√

2r/g (6.2)

where g = dΦ/dr corresponds to the local acceleration due to gravity. The cooling time is defined via

tcool =
εth

ε̇cool
, (6.3)

where εth is the thermal energy density and ε̇cool is the cooling luminosity for X-ray emitting gas
(with 0.2keV < kBT < 10keV) in our simulations. Figure 6.1 shows that the Gaussian temperature
fluctuations introduce cells that start condensing soon after the start of the simulations while more
than 90 per cent of the gas has cooling times exceeding 300 Myrs.

6.3.2 Cooling and star formation

The modeling of cooling, star formation and stellar feedback follows Vogelsberger et al. (2013) with
updates and parameter choices consistent with the IllustrisTNG model (Pillepich et al., 2018). Cool-
ing is modeled down to temperatures of 104 K using primordial and metal-line cooling assuming
a constant metallicity of 0.3 times the solar value, which is motivated by an observed uniform ICM
iron abundance ZFe ≈ 0.3 in solar units (Werner et al., 2013) for r ≲ 1.5Mpc. Treatment of star forma-
tion and supernova feedback are part of the ISM model described in Springel and Hernquist (2003).
The model implements star formation as a stochastic process, where the star formation probability
is tied to the free fall time of the gasÂ and calibrated to follow the observed Kennicutt relation (Ken-
nicutt, 1998). Supernovae feedback heats the hot ICM and evaporates cold clouds. This leads to a
tightly regulated regime for star formation. In the model this translates to an ISM that is pressurized
by star formation feedback such that cold and hot phase coexist in pressure equilibrium, with the
pressure given by a density dependent effective equation of state (eEOS). Above a density threshold
of ne = 0.13cm−3, gas can exist either on this effective equation of state (see red line in Fig. 6.2) and
form stars or as non star-forming phase with larger temperatures, but not below it. Gas on this eEOS
is by definition star forming and, as mentioned in the previous subsection, also the main fuel for
SMBH accretion. Stellar feedback beyond that implicitly accounted for by the eEOS is not modeled.
At the chosen halo mass scale these stellar feedback effects are anyhow subdominant.

6.3.3 Jet

Provided the AGN cavities are in pressure equilibrium with the ambient ICM and supported by
(entrained) thermal plasma (Croston and Hardcastle, 2014; Croston et al., 2018), the X-ray surface
brightness maps imply a low cavity density and constrain this gas to be much hotter than the sur-
rounding ICM. Because the bright X-ray emission of the ICM along the line of sight is projected onto
the potentially faint emission from the cavities, X-ray spectroscopy alone is unable to probe the exis-
tence of very hot diffuse thermal plasma in excess of tens of keV filling the cavities. In fact, the high
cavity-to-ICM density contrast was used to constrain the temperature of thermal plasma potentially
supporting the cavities to kBT > 20–50 keV (Nulsen et al., 2002; Blanton et al., 2003; Sanders and
Fabian, 2007).

Instead, a thermally supported cavity provides a Sunyaev-Zel’dovich (SZ) signal that is distin-
guishable from the signal of a cavity supported by magnetic fields and non-thermal relativistic par-
ticles, which themselves contribute minimally to the SZ effect (Pfrommer et al., 2005; Ehlert et al.,
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2019). Observations of the Sunyaev-Zel’dovich Effect in MS 0735.6+7421 show a clear deficit in sig-
nal consistent with temperatures of ≳ 1000keV in the case of thermal pressure supported bubbles
(Abdulla et al., 2019). This corresponds to an ICM-to-jet density contrast of ρICM/ρjet > 102 to 2×102

(and likely much larger). We therefore adopt ρjet = 10−28gcm−3 (i.e., ρICM/ρjet ∼ 3× 103–104) as our
fiducial jet density. Jets are injected in a bi-directional fashion with zero opening angle from a spher-
ical region with radius r = racc/3 (Weinberger et al., in prep.). We inject a helical magnetic field in
the jet fluid with a magnetic-to-thermal pressure ratio XB,jet.

Talbot et al. (2021) model accretion of geometrically thin discs and launch jets using the Bland-
ford and Znajek (1977) model. They find that the jet direction varies mildly by 25◦ over 10 Myr for
the most extreme case, when the jet is launched into the accretion disc, while it remains stable other-
wise. Lower black hole-spin values lead to a more efficient reorientation of the spin (Beckmann et al.,
2019), because only little accreted material (with a different spin) is needed to torque the SMBH spin
while maximally spinning Kerr black holes require the accretion of at least the mass of the black
hole itself to change the spin orientation by unity. Realistic accretion models require the modeling
of a geometrically thick disc in the low-Eddington accretion regime as expected for jets. This im-
plies turbulent discs in which the mageto-rotational instability can transport angular momentum to
larger radii, thus limiting the accreted angular momentum and black-hole spin reorientation, which
has a direct consequence on the jet launching direction. Importantly, chaotic cold accretion implies
the feeding of the accretion disc with material of random angular momentum, such that the aver-
age angular momentum does not appreciably change over time scales of 1 Gyr, which justifies our
choice of a steady jet direction. Similar theoretical arguments have been made by Nixon and King
(2013), suggesting that rapidly reorienting jets would be an indication against a Blandford-Znajek
jet launching mechanism.

To set up the jet state, we select gas cells within a spherical region with radius r = racc/3 and
set their density to the pre-defined value ρjet. Unlike in previous studies (Weinberger et al., 2017),
this is done directly in the center and the mass that is removed from (or added to) this jet region is
not redistributed to the surroundings, but added to the gravitating mass of the black hole, ensuring
total mass conservation. This mass is treated as a reservoir for future accreted gas in the black
hole accretion routine. The total energy in the system is reduced by ∆m⟨u⟩, where ∆m is the mass
change and ⟨u⟩ is the ambient specific thermal energy. The gas cells in the spherical shell outside
the jet region but within a radius of racc are used to determine these ambient gas properties. In the
jet region, we add internal energy to ensure that cells are at least in pressure equilibrium with the
surroundings. Note that we do not allow for internal energy to be reduced at this step. From the jet
energy available at a timestep, Ljetdt, we subtract the energy required to set up the jet state with its
fixed density and in pressure equilibrium with its surroundings and inject the remaining energy in
the form of kinetic energy bidirectionally without opening angle into the jet region. To trace the jet,
we initialize a passive scalar Xjet = 1 in the jet region and advect it with the fluid. Our target mass is
based on distance from the centre as

mtarget = mtarget,0 exp(r/100kpc), (6.4)

with cells at the outskirts limited to a maximum volume with a cell radius rcell = 370kpc. To sustain
the strong density gradient between jet and ICM, we additionally refine cells with Xjet > 10−3 to a tar-
get volume Vjet,target, where we limit the volume ratio between neighboring cells to 4 (see Weinberger
et al., 2017, and Weinberger et al., in prep. for further details on the jet implementation). Table 6.1
shows the corresponding values for the discussed parameters in our runs.

6.3.4 Accretion

One focus of this study is to analyse the impact of the employed accretion model. Here, we use
Bondi accretion and chaotic cold accretion with implementation details presented in the following.
For the accretion rate estimate we use gas properties from cells within radius racc from the SMBH
(excluding the jet region). We assume an initial black hole mass of 4 × 109 M⊙, in rough agreement
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with expectations from black hole-halo scaling relations. This is an order of magnitude more massive
than the SMBH in NGC1275 in the center of the Perseus cluster (Wilman et al., 2005; Scharwächter
et al., 2013), which is an outlier in the black hole - host scaling relations (Sani et al., 2018).

Cold accretion

We parameterize the SMBH accretion rate Ṁ in the cold mode as

Ṁcold = ϵ
Mcold

tff
, (6.5)

where Mcold includes star forming gas and gas with a temperature below 2 × 104 K. Note, Mcold
corresponds to the total gas mass of the cell. We do not explicitly compute the mass component
of the cold phase in the ISM model. We then drain mass ∆Mbh,i = Ṁcold,i∆t from all cold gas cells i
during timestep ∆t and increment the black hole mass by the total drained gas mass Σi∆Mbh,i . When
calculating the free-fall time tff, we only consider gravitational acceleration due to the static galaxy
and cluster potential.

Not all gas arrives at the BH within tff due to the angular momentum of the gas. Processes that
lead to angular momentum cancellation, e.g. cloud collisions (Gaspari et al., 2017), are not neces-
sarily efficient enough under all circumstances. In addition, unresolved small-scale feedback may
evaporate a fractions of the cold gas. To take these effects into account, we introduce the parame-
ter ϵ < 1 which represents a simple parametrization of the importance of these effects. Due to the
high pressure environment of a massive galaxy cluster, our temperature threshold is below the effec-
tive temperature of most cold gas given by the effective equation of state of the interstellar medium
(ISM, Springel and Hernquist, 2003, see Fig. 6.2). Therefore the SMBH is de-facto mostly accreting
gas from the star forming phase.

The jet power Ljet is proportional to a fraction η of the accreted rest-mass energy

Ljet = ηṀcoldc
2 = ηϵ

Mcold

tff
c2, (6.6)

where c denotes the speed of light.

Bondi accretion

We compare the cold gas based accretion model to the frequently used Bondi accretion estimate. The
Bondi accretion rate is given by

Ṁbondi =
4πG2M2ρ

c3
s

, (6.7)

where M is the SMBH mass, cs is the speed of sound, ρ is the mass density of the accreting medium.
Assuming spherical accretion, the accretion rate must be below the Eddington limit. In practice, this
limit is never reached in our runs. Analogously to cold accretion, the jet power is given by

Ljet = ηṀbondic
2. (6.8)
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Figure 6.2: Phase diagram of the electron number density ne and temperature in the central 100kpc at 1040Myr (where
the jet is inactive) and at 1250Myr (where the jet is active) in the run Fiducial. Color coding corresponds to total mass in
respective bins. The effective model of the ISM inhibits cooling below the effective equation of state (red line). The plasma
is near pressure equilibrium. Lines of constant pressure are shown in blue and purple.

6.3.5 Simulation runs

Simulations discussed in the following are summarized in Table 6.1. The Fiducial model uses cold
accretion with our fiducial efficiency parameters ϵ = 0.1 and η = 0.01. To study the impact of mag-
netic fields, we rerun Fiducial by excluding MHD, which we call HD. Our Bondi run with fiducial
Bondi accretion allows comparisons with a different mode of accretion. We analyse effects of numer-
ical resolution by rerunning Fiducial, HD and Bondi at 10 times higher mass resolution, reduced
accretion radius racc = 1kpc and a factor of 2 higher spatial resolution in the jet (see Table 6.1). We
refer to the high resolution runs as HR, HDHR and BondiHR, respectively. We also vary the efficiency
parameters ϵ and η of the cold accretion model and increase the jet density by 103 in our Dense

model. To assess the effects of our jet feedback, we remove the SMBH and its associated feedback in
run NoBH.

6.4 A self-regulated cool-core cluster

We first focus on the state of self-regulation seen in our simulations. The time evolutions of the
different models are exemplified in Fig. 6.3, where we show density and entropy slices, the surface
density of the gas with a cooling time below 30Myr and the X-ray emissivity of gas with 0.2keV <
kBT < 10keV of our HR model (ϵ = 0.1, η = 0.01, cold accretion). Low density jets inflate cavities with
density contrasts of ∼ 104 that rise buoyantly in the cluster atmosphere.1 Cluster weather result-
ing from turbulent intracluster motions deflects bubbles throughout the run. Additionally, central
cold gas deflects the forming bubbles early which leads to more isotropised feedback. Deflection of
bubbles by cluster weather and cold gas is seen in many simulations (e.g., Sijacki et al., 2008; Mor-
sony et al., 2010; Mendygral et al., 2012; Bourne and Sijacki, 2017; Bourne et al., 2019). The gas in
the wake of bubbles experiences a strong uplift, which advects low-entropy gas from the center to
larger radii so that the upwards path leading to the high-entropy bubbles is traced by low-entropy
gas that originates from the center (as discussed in Chen et al., 2019; Ehlert et al., 2021; Zhang et al.,
2022). Gas with low cooling time accumulates in the center and forms filamentary structures and/or
transient discs (e.g. at 1600Myr). The bubbles are clearly discernible as high-contrast cavities in the

1While the central electron number density in the initial conditions is 5 × 10−2 cm−3 (Eq. 6.1), successive cooling and
compression increases the central electron density so that it self-regulates around a new equilibrium profile with central
densities of ∼ 0.3–1 cm−3 (see Fig. 6.4), which implies ICM-to-jet density contrasts of ∼ 3 × 103–104 in our fiducial low-
density jets (and ∼ 10 in our Dense model) at jet launching.
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Figure 6.3: Overview of the fiducial high resolution cold accretion simulation HR (with accretion parameters ϵ = 0.1 and
η = 0.01). We show thin slices of side length 120kpc of the mass density ρ, entropy K = kBT n

−2/3
e , cold gas surface density

Σ<30Myr where tcool < 30Myr and the X-ray emissivity lX,Cha is in the Chandra band (for which we adopt our simulated
cooling luminosity that includes metal line cooling). Cold gas deflects the jet which allows it to heat the cooling ICM more
isotropically. High entropy gas is only found in the bubbles, whereas the bulk of the ICM remains at low entropy typical
for CC clusters.
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Figure 6.4: Radial profiles of the X-ray weighted density ne,X, temperature TX, entropy KX and thermal pressure Pth,X. The
different colours correspond to simulation times as indicated on the colour bar. Profiles for model NoBH at 1200Myr are
shown in dashed in the second column. Shaded areas indicate the 10th to 90th percentiles and dashed lines represent pop-
ular choices for defining CC clusters (with central densities above 10−2 cm−3 and central entropies less than 30 keVcm2).
A self-regulated heating-cooling cycle leads to a dynamical attractor solution resembling that of observed CC clusters ir-
respective of the accretion mode and for all probed parameters.
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Figure 6.5: Radial profiles show the X-ray weighted cooling time tcool, the ratio of cooling-to-free fall time tcool/tff and the
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percentiles. The ratio tcool/tff falls below 10 in the central region (r ≲ 50kpc), where cold gas forms stars. The minimum
in tcool/tff roughly corresponds to the maximum amount of cooling gas mass.

X-ray emissivity.
In Fig. 6.2, we show a phase diagram of temperature T vs. electron number density ne when the

jet is inactive (left) and active (right) in the central 100kpc of the cluster. As our low-density jets
are set up in pressure equilibrium with the surrounding ICM, the jets are comprised of hot, low-
density gas. Interestingly, the ICM pressure in the cluster center only varies by roughly an order
of magnitude. This implies that jet feedback does not create any dramatically over-pressured gas in
galaxy clusters, which, in turn, would cause strong shocks (see the parameter study in Ehlert et al.,
2018). Cooling gas moves isobarically onto the effective equation of state (eEOS) where it forms stars.
Further cooling to higher densities and lower temperatures is limited by the eEOS.

We study the long-term impact of AGN feedback on the ICM in Fig. 6.4, where we show radial
profiles of the X-ray weighted (0.2keV < kBT < 10keV) density ne,X, temperature TX, entropy KX
and thermal pressure Pth,X of various runs. Dashed lines separate strong CC clusters from moderate
CC/non CC clusters as observationally determined (Cavagnolo et al., 2008; Hudson et al., 2010).
Central densities remain high throughout time independent of accretion model, resolution and jet
density, well above the CC limit. The initialization of denser jets in our Dense model lead to even
higher densities in this run. Generally, the central entropy stays well below 10keVcm2. As noted
previously, radiative cooling of our initial conditions causes the central temperature to drop by a
factor of ∼ 3, the density to increase by a factor of a few and therefore the entropy to decrease by a
factor ∼ 10.

Interestingly, the cluster self-regulates at these new equilibrium profiles throughout the runtime
of the simulation, implying that our AGN jet feedback stabilises the system but cannot substantially
alter the thermodynamic profile of our CC galaxy cluster or even transform it into a non-CC cluster
(in agreement with the statistics of observed AGN bubble enthalpies and central ICM entropies,
Pfrommer et al., 2012). For comparison, we show profiles for model NoBH at 1200Myr in the second
column of Fig. 6.4, which enters a run-away cooling state with a dense cold core that causes SFRs
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Figure 6.6: Time evolution of cold gas mass Mcold (T < 106 K), star formation rate SFR, jet power Ljet and SMBH mass
Mbh. Averages for times t > 500Myr are shown with dashed horizontal lines on the right. If no feedback is included (NoBH)
runaway cooling is observed and unobserved star formation rates of > 100M⊙ yr−1. After 500 Myr all feedback models
establish a self-regulated state with moderate star formation rates (∼ 10M⊙ yr−1) and jet powers (∼ 8 × 1044 ergs). Dense
jets have a larger momentum density and deposit their energy at larger radii so that the central gas cools more strongly
and gives rise to larger SMBH masses in comparison to the other models. The hydrodynamical model forms an unobserved
type of massive disc at 2Gyr with extreme star formation rates (∼ 100M⊙ yr−1). In Fig. 6.10 we show histograms of the jet
power.
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Figure 6.7: Time evolution of the total kinetic energy within 200kpc (Ekin,r<200kpc) and mass-weighted average velocity
within 200kpc (v̄r<200kpc). Averages for all times are shown with a dashed horizontal lines on the right. Turbulent
velocities that are present in the initial conditions decay as a function of time. The onset of jet feedback at t > 500kpc in
runs Fiducial, Dense, HD and Bondi injects substantial kinetic energy. On the other hand, runs excluding AGN feedback
NoBH and NoBHNoCool (with and without radiative cooling, respectively) continue to lose kinetic energy.
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Figure 6.8: Mass in star forming gas (top) and gas with tcool < 10Myr (bottom) within the entire simulation (left) and inside
the accretion radius, r < racc (right). While cold and star forming gas is present throughout the simulation, its presence in
the central accretion region is intermittent and varies with time. The gas is dragged up by the AGN and accelerated away
from the center.
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elevated by nearly two orders of magnitude over the other models. More work with different initial
conditions and cosmological settings is needed to test the universality of this prediction. Increasing
the initial density and introducing a more granulated density structure as seen in turbulent box
simulations (e.g., Mohapatra et al., 2021) may lead to equilibrium densities at the observed levels
(see Eq. (6.1), Churazov et al., 2003).

To explore the cooling gas, we show in Fig. 6.5 radial profiles of X-ray weighted (0.2keV < kBT <
10keV) cooling time tcool,X and the cooling-to-free fall time ratio [tcool/tff]X. In addition, we plot
the total mass per logarithmic bin, [dM/dlog(r)]<100Myr,NoSF, for non-star-forming gas with tcool <
100 Myr. The cooling times stay below 1Gyr within the inner 50kpc independent of the accretion
model, resolution and jet density. The cooling-to-free fall time ratio remains low within r ≲ 50kpc
at [tcool/tff]X < 10. For t > 400Myr cold gas is present in the center at r ≲ 30kpc. This state of cooling
appears to be a general feature of our simulations.

In Fig. 6.6, we show the time evolution of the cold gas mass (Mcold with T < 106 K), the star for-
mation rate (SFR), the jet luminosity (Ljet) and the SMBH mass (Mbh). Due to the Gaussian temper-
ature fluctuations in the initial conditions, cold gas collapses in multiple clumps at r ∼ 20kpc. The
clumps fall towards the center but due to their angular momentum, they overshoot in their orbits.
Initial SMBH accretion is thus limited to short bursts when the clumps pass near the SMBH. After
∼ 500Myr, our AGN jet feedback establishes a cycle of self-regulation on characteristic timescales
throughout individual runs with similar jet powers and SFRs for each run. Therefore, we focus our
analysis on times after 500Myr. SFRs are closely tied to cold gas formation. Runs including AGN jet
feedback show SFR ∼ 10M⊙yr−1 while our NoBH model reaches SFR > 400M⊙yr−1. The Dense model
shows systematically larger SMBH accretion rates. The increased accretion rates imply larger SMBH
masses and AGN jet luminosities (by a factor of ∼ 2, see dashed lines in Fig. 6.6) so that the SFR is
more quenched in comparison to the other models. As we will show below, this model enables the
formation of long-lived discs that continuously feed the SMBH.

For runs including jet feedback, the cold gas masses mostly stay in the range 109 M⊙ < Mcold <
1010 M⊙ after t > 500yr. Only the model NoBH forms significantly more cold gas, which implies a
substantially increased SFR. Towards the end of our HD simulation, we observe a large amount of
cold gas, which results from a forming massive gas disc with radius r > 5kpc in the center. Cold gas
is trapped on circular orbits and cannot be accreted by the SMBH to fuel the feedback cycle. Li and
Bryan (2014) observe a similar disc in their hydrodynamical simulations.

After time t > 500Myr, the jet power hovers between 1044 ergs−1 < Ljet < 1046 ergs−1, in agree-
ment with observational power estimates that are required to inflate X-ray cavities in a sample of
CC clusters (e.g., Rafferty et al., 2006). While jets in Bondi and Dense remain active throughout the
simulation time, Fiducial and HD show more intermittent jet behavior. The jet luminosities in the
Dense model are on average twice as high as in the Fiducial model. In the Fiducial model, the low
density jets are easily deflected by cold central clumps, yielding drastically varying jet directions.
The jets with a much higher momentum density in the Dense model, however, keep their direction.
Final SMBH masses reach Mbh ∼ 7− 9× 109 M⊙. Consequently, SMBHs grow at most by a factor of 3
over 2Gyr in line with expectations.

Figure 6.7 shows the time evolution of the total kinetic energy and mass-weighted average ve-
locity within 200kpc. The initial velocity fluctuations quickly decay as our non-cosmological set-up
does not support continuous driving as a result of gravitational potential fluctuations owing to gas
accretion and mergers. Once AGN feedback sets in (at t > 500kpc), kinetic energy is injected into
the central regions that self-regulates at a level of Ekin,r<200kpc ∼ (0.5–1) × 1060 erg. This generates
mass-weighted average velocities at the level of around v̄r<200kpc ≈ 75km s−1, with fluctuations of
a factor of two, which are qualitatively similar in our different AGN feedback models (Fiducial,
Dense, HD and Bondi). Clearly, simulations without AGN feedback (NoBH and NoBHNoCool) continue
to lose kinetic energy. Interestingly, the effect of radiative cooling (model NoBH) causes precipitation
and thus injects kinetic energy, which partially compensates for the turbulent decay of kinetic energy
and thus sustains larger velocities in comparison to our non-radiative model (NoBHNoCool).

In Fig. 6.8, we show the total mass in star forming gas (top) and non-star-forming gas with tcool <



6.5. CONNECTING JET ACTIVITY TO OBSERVATIONS OF X-RAY CAVITIES 117

10Myr (bottom) while we compare the gas reservoirs in the entire simulation (panels on the left-
hand side) and within the accretion radius (panels on the right-hand side). Whereas the amount
of star formation and cold gas varies with time, the cluster remains in a state of constant cooling
and star formation. However, if the presence of cold gas is intermittent in the accretion region, the
SMBH accretion rate reflects this behaviour. Especially in the runs HD and Fiducial, cold gas and
star forming gas are temporarily absent in the accretion region.

6.5 Connecting jet activity to observations of X-ray cavities

Jet activity on tens of Myr timescales in CC clusters can be constrained by measuring the energy
contained in hot bubbles inflated by AGN driven jets and observed as X-ray cavities. Here, we want
to compare the cavity luminosity with the instantaneous jet power and cooling luminosity obtained
from the simulations.

6.5.1 Fitting X-rays cavities in the simulations

To efficiently identify cavities in our simulations with similar constrains as imposed by observations,
we first compute the X-ray emissivity IX within a SMBH-centered image with dimension 150kpc ×
150kpc and depth 150kpc (left and right panels Fig. 6.9). Defining the azimuthally averaged X-ray
profile ĪX, we construct the X-ray fluctuation image via (IX− ĪX)/ ĪX. To simplify our fitting procedure,
we use a coarse grained X-ray image with a bin size of 10kpc and fit ellipses to contour lines with
δIX/ ĪX = −0.15. This enables us to compute cavity energies Ecav = PthV , where the thermal pressure
Pth is the average value at the radius of the bubble center and V is the ellipsoid volume by assuming
the depth of the ellipsoid to be equal to the minor axis of the fitted ellipse. We reject any fitted
cavities with centers outside a cube of side length of 150kpc. The cavity luminosity Lcav is then
given by

Lcav =
Ecav

trise
=
PthV

trise
, (6.9)

where trise is the bubble rise time, which we assume to be equal to the sound crossing time tsc;

trise = tsc = R

√
µmp

γakBT
≈ 40Myr

(
R

40kpc

)(
kBT

3keV

)−1/2

, (6.10)

where γa = 5/3 for the ambient ICM.
The method is able to recover the most relevant cavities. Bubbles can disrupt into smaller cavities

during their late-time evolution as a result of Kelvin-Helmholtz instabilities, which are suppressed
by magnetic draping (Dursi, 2007; Dursi and Pfrommer, 2008; Ehlert et al., 2018). An example of
such a splitting of an AGN lobe into two smaller bubbles can be observed in the bottom-left corner
of the top panel of Fig. 6.9. Note that our algorithm with the detection threshold is tuned to bubbles
inflated by our low-density (fiducial) jets. Therefore, denser bubbles inflated in our model Dense
may therefore not be fully recovered, especially if they are small.

6.5.2 Comparing cavity powers to jet powers and cooling luminosities

Figure 6.10 shows from left to right probability distribution functions (PDFs) of jet power, cavity
powers and ICM cooling luminosities within the central 30kpc for models indicated in the legends.
Jet powers encompass a range between 1043–1046 ergs−1, where the exact distribution is somewhat
model dependent. The jet powers of model Dense show a lower scatter with an increased median
(dashed lines) compared to the Fiducial model, which in turn shows a slightly higher median value
than the models HD and Bondi. Interestingly, median cavity powers are much more similar at ∼ 6–
7×1044 ergs−1 for all models. ICM luminosities also show a smaller scatter around median values of
∼ 7–10× 1044 ergs−1.
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Figure 6.9: X-ray emissivity in the Chandra band (left and right) and integrated jet mass surface density (central). The size
of the images is 200kpc and we show a simulation time of 1560Myr. We devise an automated algorithm for finding cavities
in the X-ray images by (i) subtracting an azimuthally symmetric profile Is of the X-ray emissivity and normalizing it with
the mean profile, δIX/ ĪX, and (ii) fitting ellipses to cavities with a contrast of 15 per cent in the residual maps. Cavities in
the resulting image at 10 per cent (red) and 15 per cent (gray) are marked with contours and the fitted ellipses are shown
with dots. The ellipse volume (where depth is assumed equal to the minor axis) and average pressure at its center are used
to determine the cavity power Lcav (see Fig. 6.10).
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Figure 6.10: Normalized histograms of the jet power, cavity power, and cooling power within 30 kpc (left to right) of the
Fiducial, Dense, HD, and Bondi run after 500Myr. Dashed lines indicate median values. Low-power jet events (Ljet ≲

1044 ergs−1) inflate cavities that are systematically missed by our cavity detection algorithm. While the distributions of
cooling power and cavity power are very similar, we observe a broader distribution of jet powers with a tail towards low-
luminosity events that are triggered by individual cooling filaments.

The main reason that these highly variable jet powers do not result in similar variances of the
cavity powers is the high-frequency time variability of these powers. Because cavities are inflated
over timescales of ∼ 10sMyr, the cavity powers correspond to average values over at least these
timescales. Our algorithm is able to detect old cavities (with a start of the inflation > 100Myr) out to
scales of > 50kpc, rising in the atmosphere. The continuous inflation of new bubbles with only short
times of quiescence of ∼ 50Myr (cf. the evolution of Ljet in Fig. 6.6) causes bubbles to always exist
in the cluster and to encompass a combined jet cavity power (Lcav) that reaches similar values in our
different models. In Fig. 6.11, we show jet power vs. cavity power on the right, which echoes these
results. Jets with Ljet ≲ 1044 ergs−1 do not result in separate cavities but instead are contributing to
inflating larger, higher luminous cavities. Note that our simulated cavity powers reflect observational
estimates of cavity luminosities (Bîrzan et al., 2004; Rafferty et al., 2006; Diehl et al., 2008).

While the jet power evolutions in Figs. 6.6 and 6.15 show periods of jet inactivity in some models,
we find that cavities are always present throughout the runtime. This is consistent with observations
of 55 cluster of which 60–100 per cent show cavities (Bîrzan et al., 2012). Interestingly, we find that
the jet powers Ljet exceed the central cooling luminosities LICM at most by an order of magnitude.
However, jet powers that are up to 2 orders of magnitude lower than cooling luminosities are rela-
tively common. Consequently, AGN feedback keeps the cluster in a state of moderate cooling with
low but persistent star formation (e.g., Voit and Donahue, 2005; Cavagnolo et al., 2009).

6.6 Magnetic coupling of cold and hot gas

In this section, we study the morphology and kinematics of the cold gas and how magnetic fields
influence it. We also address the relevance of magnetic fields in redistributing the AGN feedback
energy and how it is related to the hot-phase observables, such as the velocity distribution of the
X-ray emitting gas and the Faraday rotation measure.
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Figure 6.11: Jet power Ljet vs. ICM cooling luminosity LICM (left) and jet power vs. cavity power (right) after 500Myr. Jet
powers do not necessarily correspond to the current cooling luminosity. Self-regulation is achieved in an average sense on
longer timescales. The hydrodynamical run shows an excursion of a phase of stronger cooling, especially at later times
when a disc is formed. We note that our cavity powers span two orders in magnitude while the corresponding jet powers
span four orders of magnitude.

6.6.1 Impact of magnetic fields on cold gas morphology and kinematics

The dynamics in the cluster center is dominated by the jet and its interaction with cold gas (especially
for low-density jets). Consequently, a clear connection between cold gas and bubbles is expected. To
this end, we analyse the cold gas morphology and kinematics by looking at internal alignment of
the cold gas angular momentum. In the following we only consider cold cells with T < 2 × 104 K or
SFR > 0 which constitute the filamentary structures seen in our simulations. We define the angu-
lar momentum of those individual cells of cold gas, lfil,i = miri × vi and calculate the total angular
momentum of the cold gas via

Lfil =
∑
i

miri × vi (6.11)

where we measure all velocity and radius vectors with respect to the cluster center and only account
for cold cells according to the criterion defined above. This enables us to compute the alignment
statistics of individual cold cells with the total angular momentum by computing the vector prod-
uct of the normalised cell’s angular momentum l̂fil with the unit total angular momentum L̂fil, i.e.
|L̂fil · l̂fil|. Figure 6.12 shows projections of this quantity and PDFs where colors in the lower left cor-
ner of each image label individual distributions in the respective PDFs. The formation and presence
of individual filamentary structures are transient phenomena on timescales of a 100s of Myr so that
sufficient time-sampling is required. PDFs of a single model for different times are compared in the
bottom panels, while different models at individual times are shown on the right. Distributions that
peak at low values of |L̂fil · l̂fil| are more random/filamentary than distributions peaking at higher
values which are more discy.

In general, the models Fiducial and Bondi show very elongated filamentary structures extend-
ing out to r ∼ 30–50kpc. We see a coherent kinematic structure along the filaments with a slowly
varying angular momentum distribution. While there are also filamentary cold structures in the
Dense model, they are confined to smaller radii. Magnetic fields in combination with radiative gas
cooling cause the formation of these filamentary structures while purely hydrodynamic simulations
shatter cooling clouds into small cloudlets as a result of Kelvin-Helmholtz instabilities (Sparre et al.,
2020; Müller et al., 2021), similar to the formation of long filamentary tails of jellyfish galaxies.

In the models Fiducial and Bondi, which enable extended filamentary structures, we only ob-
serve transient disc structures in the cold gas phase, which either foster star formation or get accreted
onto the SMBH on short timescales of a few 100s of Myr. Importantly, in these models the disc is
not continuously fed with gas of similar angular momentum, which is consistent with observations
(Russell et al., 2019). By contrast, there are persistent and long-lived discy cold gas morphologies
in the Dense and HD models. In particular, the HD model clearly shows a strong discy distribution
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Figure 6.12: Projection of normalized angle between total angular momentum of the cold gas and that of the individual
cells |L̂fil · l̂fil| at 1000, 1300, 1500 and 2000 Myr (top to bottom) for different runs indicated in the legends (left to right).
The bottom (right-most) panels show the PDF of |L̂fil · l̂fil| of the different panels in the respective columns (rows) with
colors in the lower left corners of the panels identifying the corresponding PDFs. A discy distribution implies values of
|L̂fil · l̂fil| ≈ 1 while a random distribution is flat in this quantity. We see a large variety of gas kinematics over time for the
different models while the HD and – to some extent – the Dense models are significantly discier than our MHD models with
light jets.
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Figure 6.13: Radial profiles of the thermal pressure (solid) and magnetic pressure (dashed). From left to right, we show
the star forming cold gas (PSF>0), non-star forming, warm gas with tcool < 10Myr (P<10Myr,NoSF) and hot gas with tcool >
100Myr (P>100Myr). Radial profiles correspond to average profiles within 160 Myr and shaded areas denote the 10th to
90th percentiles. In the cold phase, the magnetic field becomes dynamically relevant because of a loss of thermal support
as a result of radiative cooling.

of the cold gas phase throughout. In model Dense, there is a long-lived coherent discy structure at
the cluster center, while at radii r ≳ 10kpc we observe a more random distribution of filamentary
structures. We see that in the presence of a cold-gas disc, the cold gas is much more confined to the
center and less volume filling.

Magnetic fields allow for a more efficient coupling of cold and hot phases, by efficiently shar-
ing momentum between these two phases through the magnetic pressure and tension forces (Wang
et al., 2021). In addition, the increased magnetic field strength in the cooling gas leads to magnetic
breaking, reducing angular momentum, which may limit disc formation (Wang et al., 2020). Here,
magnetic fields appear to be necessary to transfer jet-induced angular momentum from the hot phase
onto the cooling gaseous phase so that later accreting filaments condense into a central configuration
with a different angular momentum distribution, thus precluding the formation of a sustained and
massive disc. In general, jets induce turbulence in the central region of the cluster, which interferes
with condensing gas. This in combination with the turbulence from the initial conditions affects
the dynamics of the cold gas. While we do not follow the evolution of the cold gas to the Hα and
carbon-oxygen (CO) emitting phases, we speculate that the steady injection of momentum in the
same direction of the high density jets appears to facilitate the formation of more discy structures
that seem to be inconsistent with observed extended filamentary structures surrounding cD galaxies
in clusters (Russell et al., 2019). On the other hand, the deflected low-density jets can lift up cold gas
in their wakes and stir the cold gas in more isotropic directions.

6.6.2 Influence of the magnetic field on AGN feedback

In Fig. 6.13, we show radial profiles of the thermal (solid) and magnetic (dashed) pressure in the
model Fiducial at different times. From left to right, we show profiles in the cold phase (SFR > 0),
warm phase (tcool < 10 Myr, SFR = 0) and hot phase (tcool > 100 Myr). Magnetic fields become pro-
gressively more dynamically relevant for colder phases to the point where the cold phase is domi-
nated by magnetic pressure (Wang et al., 2021). Consequently, magnetic fields will play a significant
role in the dynamics of filaments. Note, as our ISM model prevents cooling to observed tempera-
tures that are orders of magnitudes lower than in our model, we expect thermal pressure losses due
to additional cooling to increase the magnetic fields even further. Consequently, the implications for
stability and dynamics are expected to be even more severe.

As discussed in Ehlert et al. (2021), magnetic fields and velocity fields are inherently coupled
via the induction equation and the equation of motion. It may therefore be instructive to look at
the velocity field here. In Fig. 6.14, we show slices of the absolute velocity |v|, line-of-sight velocity
dispersion σlos of the X-ray emitting gas (kBT < 15keV) with contours of a jet tracers on a cut-plane
through the cluster center, slices of the absolute magnetic field |B|, the magnetic-to-thermal pressure
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Figure 6.14: From top to bottom, we show slices of the velocity |v|, X-ray weighted mean line-of-sight velocity dispersion,
slices of the magnetic field, magnetic-to-thermal pressure ratio XB, total pressure Ptot and Faraday rotation measure at
1500 Myr. Contours correspond to jet tracer values of 10−4, 10−3 and 10−2 in a midplane slice. Jet induced turbulence is
visible as increased velocity dispersion. In our model Dense, high momentum-density jets propagate nearly unperturbed
and cause conically enhanced velocities and velocity dispersion while low-momentum density jets in the three other mod-
els are more easily deflected, which results in more isotropic velocity fields. The magnetic field is strongly amplified in the
wake of the jets due to increased cooling rates that are triggered by converging gas flows giving rise to substantial rotation
measure values.
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ratio XB, the total pressure Ptot, and the Faraday rotation measure:

RM =
e3

2πm2
ec4

∫ L

0
neB ·ds, (6.12)

where the integral extends along the line of sight from the source to the observer, e is the elementary
charge and me is the electron rest mass. The magnetic field and thermal electron density are results
of our simulations. For gas that is not forming stars, we directly use the thermal electron density
as calculated in the cooling module of the code. For star-forming gas, we need to account for the
subgrid-scale model of the ISM (Springel and Hernquist, 2003) used in our simulations. This model
implicitly assumes an unresolved multi-phase ISM consisting of a volume-filling warm phase and a
neutral cold phase at 104 K that dominates the gas mass. Hence, in order to calculate the contribu-
tion to the Faraday rotation measure of star-forming gas, we self-consistently calculate gas that our
subgrid model assigns to the volume-filling warm phase as laid out in Springel and Hernquist (2003)
and assume that it is fully ionised. Note that we may still overestimate the electron number density
as the AGN outflow may contain a molecular gas component that we do not account for here.

In Fig. 6.14, the high-velocity jet is discernible especially in the Dense model, where the jet faces
minimal deflection. However, corresponding line-of-sight velocities are small σlos ∼ 120kms−1. In
contrast, the HR and Fiducial models show multiple pixels with σlos ≳ 180kms−1 at this time. Here,
larger fractions of the velocity are diverted into the line of sight. Due to the persistent jet directions
in model Dense, the enhancement of the ICM velocity dispersion is limited to a cone region in jet
direction. On the other hand, low-density jets induce more isotropic turbulence, which is reflected
in the velocity dispersion maps where increased values coincide with the jet location. Propagating
jets induce shocks in the ICM that are clearly discernible as regions of increased Ptot in Fig. 6.14.
While shocks in runs with low density jets appear spherical, the shocks in simulation Dense are
more ellipsoidal and therefore mostly interact in the direction perpendicular to the direction of jet
injection.

In our simulations, jets amplify the magnetic field in the wake to values of order 100 µG, as a re-
sult of converging gas flows that compress the gas (Ehlert et al., 2021). This increases the cooling rate
so that the thermal gas quickly loses pressure support to the point where the magnetic pressure dom-
inates over the thermal pressure, i.e., XB ≳ 1. In these regions, the magnetic tension force withstands
the turbulent motions in the ICM, giving rise to comparably straight filaments (see Fig. 6.14). Note
that fluctuations in the total pressure appear due to jet-induced shocks. There is no obvious correla-
tion between total pressure and the magnetic field structure, implying that these highly magnetized
filaments are in approximate pressure equilibrium with the surrounding ICM.

By construction, our initial magnetic field strength XB,ICM = 0.0125 yields bulk rotation mea-
sures that are in agreement with observations (Clarke, 2004; Murgia, 2011). However, in the regions
of strong magnetic field, the rotation measure reaches values in excess of RM > 3 × 104 rad m−2,
which is an order of magnitude above observed values. However, the rotation measure morphology
is a strong function of numerical resolution (bottom two panels of Fig. 6.14). We see alternating
regions with differing signs of the Faraday rotation measure on small angular scales, suggesting that
beam smoothing effects and other observational uncertainties may bring our simulations closer to the
observed results (e.g., Newman et al., 2002; Johnson et al., 2020). Most importantly, the amplified
magnetic field stays generally confined to the path of the bubble on simulated timescales. Thereby,
low-density jets amplify magnetic field more isotropically compared to the unidirectional jets in our
Dense model.

6.7 Discussion

In this paper, we examined simulations of isolated CC galaxy clusters including radiative cooling,
star formation and black-hole accretion-regulated feedback from AGN driven jets. We explore vari-
ations of different aspects of the simulations including the presence of magnetic fields, the SMBH
accretion rate model, the density of the AGN driven jet as well as efficiency parameters. In all our
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simulations, radiative cooling is on average well-balanced by heating from AGN-driven jets, with at
most a factor of a few higher instantaneous jet luminosities (compared to the halo cooling losses),
but at times also orders of magnitude lower luminosities (Fig. 6.11).

6.7.1 Self-regulated CC clusters

In all explored model variations that include jets, the SFR in the cluster is suppressed by at least
one order of magnitude compared to the no-feedback case (Fig. 6.6), yet the thermodynamic profiles
remain characteristic for CC galaxy clusters, i.e. with high central densities at or exceeding 0.3 cm−3,
central temperatures below 2.5 keV, and entropies well below 10 keV cm2 (Fig. 6.4). A gentle mode
of AGN feedback has also been demonstrated in simulations by Yang and Reynolds (2016); Li et al.
(2017); Meece et al. (2017); Bourne et al. (2021), which they attribute to jet-induced shock heating
and mixing. Furthermore, our jet feedback is unable to convert CC to non-CC clusters as also seen
by Hahn et al. (2017); Chadayammuri et al. (2021). In line with the resulting CC characteristics, a
substantial amount of the central ICM gas remains in a state where cooling times are low compared
to the free-fall time (Fig. 6.5), cold gas is constantly present in the cluster (Fig. 6.8), yet only a small,
highly time-variable fraction of it directly feeds the SMBH in the center, causing the instantaneous
jet luminosities to fluctuate substantially (Fig. 6.10). While the presence of cold gas is universal,
we find its properties to be highly dependent on different modeling choices: our fiducial model of
a magnetized ICM heated by light jets tends to create transient gas filaments with low circularity
parameters (i.e. either on predominantly radial or uncorrelated orbits) extending several tens of
kpc from the center, while two model variations create cold gas structures with large circularity
parameter, i.e. coherent, disc-like rotation (Fig. 6.12). This includes the simulation without magnetic
fields, indicating that continuous feeding of gas with the same angular momentum is precluded by
magnetic fields interconnecting the hot and cold phases. Even in the presence of magnetic fields,
the model employing a dense jet produces coherently rotating cold gas discs, however, significantly
more compact ones than the ones in the HD case. A plausible reason for this is the directionality of
the jet that clearly constrains the direction of resulting lobe structures (a proxy for the large-scale
gas flow patterns) in the case of dense jets, but not in the case of light jets (Fig. 6.9). This implies that
in the case of low-density jets, centrally forming cold gas is dragged around by large-scale turbulent
motions in the central region of the cluster, while dense jets facilitate a more coherent flow pattern
that facilitates the buildup of a rotating disc. The resulting continuous presence of cold gas near the
SMBH for dense jets leads to increased accretion rates as seen in Figure 6.6.

We fitted ellipses to X-ray images of our simulations to more easily connect our simulations
to observations of X-ray cavities. Our cavity luminosities are in the range 1044 ergs−1 ≲ Lcav ≲
3 × 1045 ergs−1 across simulations, which is in general agreement with the observed total bubble
luminosity in Perseus (Bîrzan et al., 2004; Rafferty et al., 2006; Diehl et al., 2008). The corresponding
spread in cavity luminosities of four orders of magnitude agrees with the variance observed when
looking at cluster samples at similar ICM luminosities (see Fig. 6 in Rafferty et al., 2006).

We found a successful solution for self-regulation in a Perseus-like cluster based on physical
principles. However, the shallower potential of groups and smaller clusters is expected to show a
different coupling efficiency of the AGN and the ICM as suggested by Prasad et al. (2020). On the
other hand, in the Phoenix cluster, one of the most massive clusters observed, AGN feedback appears
to be too inefficient to halt cooling (McDonald et al., 2019). Therefore more simulations across the
cluster mass range in a cosmological setting are required to demonstrate that the presented models
are able to successfully self-regulate CC clusters. Nevertheless, our work opens up an avenue to
simulate realistic CC clusters in cosmological zoom-in simulations and to finally answer the question
about the origin of the bimodality of CC and non-CC systems.

6.7.2 Accretion models and jet propagation direction

For our simulated scales the exact accretion model has limited relevance. Both Bondi and chaotic
cold accretion are very sensitive to dense, cold gas, which makes up the majority of gas accreted in
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our runs (see Fig. 6.8). The additional continuous accretion in the Bondi model leads to small out-
bursts with limited influence on the cluster. In agreement with simulations by Meece et al. (2017),
we find that the exact triggering mechanism is secondary for runs with sufficiently high resolution.
For the cold accretion model, CCs stay intact independent of probed choices for ϵ and η. However,
our run with ϵ = 1, η = 0.0001 grows the SMBH to M > 1011 M⊙ within 2Gyr (see Fig. 6.15), while
observed most massive SMBHs have smaller masses: 6.6×1010 M⊙ (TON 618; Shemmer et al., 2004),
5.1×1010 M⊙ (MS0735-BCG; Dullo, 2019), 4×1010 M⊙ (Holmberg 15A; Mehrgan et al., 2019). Obser-
vational biases should favor more massive SMBHs rather than smaller ones. In addition, King (2016)
shows that active SMBHs can grow to a maximum mass Mmax ≃ 5 × 1010 M⊙ for typical parameters
and only reach 2×1011 M⊙ in rather extreme cases over a Hubble time. Hence, we conclude that this
parameter combination is unlikely to be realised in nature.

We parametrise our accretion models by two variables, the accretion efficiency ϵ in the cold ac-
cretion model and the accretion-to-jet power conversion efficiency, η. We find that the total jet ef-
ficiency, i.e. the product of the two, ϵη is most important for describing the properties of the ICM
rather than varying both parameters individually (see Fig. 6.15 and Appendix 6.9.1 for the detailed
analysis). In particular, we find that the jet efficiency ϵη determines the level of intermittency in our
runs. More efficient jets (higher ϵη) are able to temporarily push and/or drag cold gas out from the
central regions. Lower efficiencies force the jet to be active at all times, limiting jet powers to the
maximum while extra cooling is converted into star formation. On the other hand, more energetic
outbursts from high-power jets can increase cooling times on larger scales, which can possibly reduce
the amount of newly collapsing gas and stabilize the atmosphere more efficiently. However, we note
that generally cooling gas with tcool < 10Myr and star formation are always present in all simula-
tions. The large variety of efficiency parameters (with η = 1) of self-regulated feedback models used
by other research groups generally confirm our findings, which range from ϵ = 6×10−5 (Prasad et al.,
2015), ϵ = 10−4 (Prasad et al., 2020), ϵ = 5× 10−4 (Prasad et al., 2018), ϵ = 10−3 (Li and Bryan, 2014;
Meece et al., 2017), ϵ = 5× 10−3 (Wang et al., 2019) to ϵ = 10−2 (Li et al., 2015). While these models
vary in exact jet powers and SFRs, we consider the similarities of the self-regulated state reassuring
considering the vast spectrum of codes, jet models, ISM implementations and resolutions used. More
detailed analysis is required to constrain specific parameters.

Our clusters are in a state of condensation with minimum cooling-to-free fall time ratios min(tcool/tff) <
10, with some a fraction of the ICM reaching min(tcool/tff) < 1 (see Fig. 6.5 middle panel). Previous
simulations generally report instability for gas with tcool/tff < 10 (Sharma et al., 2012; Gaspari et al.,
2012, 2015; Choudhury et al., 2019). Observations of cold filaments in clusters find similar values
(Voit and Donahue, 2015) but also somewhat larger values in the range 10 ≲ tcool/tff ≲ 25 (Pulido
et al., 2018; Olivares et al., 2019). The low end of the entropy distribution at a certain radius may
explain high values in clearly thermally unstable clusters (Voit, 2021).

As discussed in Section 6.3.3, the random nature of (chaotic cold) accretion limits the expected
jet precesssion considerably. However, we find that the exact jet direction is extremely important
for heavy jets because their high-momentum density implies a fast transport to larger radii and
minimizes the lateral heating rate so that the gas quickly becomes thermally unstable and feeds the
SMBH perpendicular to the jet direction. Varying the jet direction should have a smaller impact
on the self-regulation in the light-jet models because their propagation direction is determined by
deflection events off of cold gas filaments and clouds, leading to more isotropic heating in the central
regions owing to the increased lateral momentum deposition.

6.7.3 Hα and CO filaments and the role of non-thermal components

While observed filaments reach down to smaller temperatures than simulated here, we argue that
comparing our results to observations is nevertheless instructive. Observed filaments in Hα and CO
show a large distribution of morphologies, ranging from disc-dominated to filamentary structures
that can extend over several kpc in length (e.g., Russell et al., 2016; Gendron-Marsolais et al., 2018b).
Most cold gas and filaments are located below or near bubbles (see Fig. 6.3). In addition, smooth
velocity gradients along the filaments support the idea that buoyantly rising bubbles lift central cold
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gas and/or lifted gas becomes thermally unstable and cools (Russell et al., 2019). This agrees with
our results on the kinematics and morphology of cold phase filaments (see Fig. 6.12). Beckmann
et al. (2019) analyse cold gas in their hydrodynamical simulations and find that filaments are easily
shattered by the jet leading to overly clumpy morphologies compared to observations. While we
defer a detailed analysis to future work, we also notice clumps in our simulations that are not directly
connected in filaments.

In general, the exact details of the feedback loop sensitively depend on the cooling processes
via the thermal instability which is in turn sensitive to resolution effects (Martizzi et al., 2019a),
limiting the scope of detailed quantitative predictions from our simulations. However, our higher
resolution runs confirm the findings discussed throughout the paper (see Appendix 6.9.2 for details).
In addition, a detailed analysis of resolution dependencies for the jet can be found in Weinberger et
al., in prep.

Magnetic fields lead to a strong coupling between cold and hot gas phases (Wang et al., 2021),
by sharing momentum between these two phases through the magnetic pressure and tension forces.
As a result, the cold phase adopts a more filamentary morphology (Sparre et al., 2020) as magnetic
draping suppresses Kelvin-Helmholtz instabilities (Ruszkowski et al., 2007; Dursi, 2007; Dursi and
Pfrommer, 2008; Ehlert et al., 2018). As such, magnetic fields preclude the formation of long-lived
cold discs in the first place and do not have to disrupt an already formed disc. In addition, magnetic
fields provide substantial pressure support to the cold gas.

Analogously, cosmic ray protons prone to the streaming instability can potentially provide stabil-
ity to Hα filaments and provide heating to power the emission (Ruszkowski et al., 2018). In addition,
Alfvén heating from streaming cosmic ray protons may be the dominant heating mechanism in CC
clusters with profound implications on the dynamics of the cluster and the resulting feedback cy-
cle (e.g., Guo and Oh, 2008; Pfrommer, 2013; Jacob and Pfrommer, 2017b; Ruszkowski et al., 2017;
Ehlert et al., 2018; Wang et al., 2020). We defer their inclusion to future work.

6.8 Conclusions

Jet feedback is able to stabilize CC galaxy clusters against thermal collapse. We employ MHD sim-
ulations to study AGN feedback in an idealised turbulent Perseus-like cluster. Our findings can be
summarized as follows:

• Independent of the accretion model (Bondi vs. chaotic cold accretion), probed accretion ef-
ficiency, magnetisation of the cluster and jet density, the cluster settles into a state of self-
regulation after ∼ 500Myr (see Figs. 6.6 and 6.15) with density, entropy and cooling time con-
sistent with observed CC clusters (see Fig. 6.4).

• More efficient jet feedback leads to more intermittent jet power and star formation (see Figs. 6.6
and 6.15).

• Our fiducial low-density jets are easily deflected by cold gas, which leads to more isotropic
turbulence injection and bubble distributions (see Fig. 6.3). The dense jets form bubble distri-
butions almost exclusively in the jet direction (see Fig. 6.9). Here, cooling gas is continuously
funneled onto the SMBH perpendicular to the jet direction, which leads to quick accretion from
a discy distribution that is much more confined to the cluster center (r ≲ 10Myr, see Fig. 6.12).

• Our purely hydrodynamic run forms a massive disc (r ≳ 10kpc) for t ≳ 200Myr (see Fig. 6.12)
which leads to unrealistically high SFRs (see Fig. 6.6). Transient disc formation that is not
long-lived in our MHD runs supports the idea that magnetic fields anchored in the hot phase
redistribute angular momentum with the cooling gaseous phase so that filaments accreting
later settle into a central configuration with a different angular momentum distribution, thus
precluding the formation of a sustained and massive disc.
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• In broad agreement with observations, a plethora of cold gas morphologies ranging from discy
to very extended filamentary structures is observed across our MHD runs but morphology and
extent (r < 40kpc) varies significantly with time in individual runs (see Fig. 6.12).

• Our inferred luminosities from cavity size measurements correspond to averaged jet powers
that are therefore insensitive to periods of short and low-luminosity jet injection. Our imposed
temperature threshold for cold accretion leads to ∼ 50Myr long breaks in jet injection in com-
parison to the continuous accretion condition prescribed in the Bondi model. However, the
long life-time of cavities of > 100Myr since injection leads to a comparable presence of cavities
for both models (see Fig. 6.11).

• The magnetic field is strongly amplified in the wake of the jets due to the increased cooling
rates that are triggered by converging gas flows, giving rise to substantial rotation measure
values (see Fig. 6.14).

AGN feedback has been established as the main heating source that allows CCs to reach a state of
self-regulation at the observed levels. In order to rule out any specific accretion and jet models,
secondary observables such as bubble and cold gas morphologies are needed.

In a next step, accounting for the cosmological assembly of a galaxy cluster is crucial for obtaining
a more realistic environment and evolution. We find that light AGN jets are required to obtain the
observed extended filaments with an averaged isotropic distribution of the kinematics of filaments.
Numerically converged heating rates in the light-jet model imply a minimum resolution of 0.6kpc
in the jet launching region (Weinberger et al., in prep.). We caution that further zooming into the
acretion region could reveal distinct smal-scale differences for the accretion model (Bondi vs. chaotic
cold accretion). In addition, future work will model the cold gas more accurately so that we may
disentangle different AGN models by means of the observed distributions of Hα and CO filaments.
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6.9 Appendix

6.9.1 Model parameters

To assess the relevance of parameter choices governing jet efficiency, we varied both ϵ and η inde-
pendently. However, we find that only their product ϵ × η, which we refer to as jet efficiency, gives
significant differences in the cluster evolution. In Fig. 6.15, we report on the evolution of the cold
gas mass (with T < 106 K), SFR, jet luminosity Ljet and SMBH mass Mbh for runs with ϵ × η = 0.001
(red) and ϵ × η = 0.0001 (blue).

Runs with increased jet efficiency (reddish colours) in general show greater intermittency in star
formation and jet power. More efficient jets pump more energy into the surrounding medium and
halt cooling on longer timescales. Therefore, lower SFRs are observed. In addition, an increased
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Figure 6.15: Same as in Fig. 6.6 for runs with varying parameters of the cold accretion model. Analogously, all models
attain to a state of self-regulation with very similar average SFRs (SFR ∼ 10M⊙ yr−1) and jet powers (Ljet ∼ 1045 ergs−1).
Red and blue color shadings correspond to runs with ϵ × η = 0.001 and ϵ × η = 0.0001, respectively. Runs with lower
coupling efficiencies show almost constant jet powers and SFRs while higher efficiencies cause star formation and jet
powers to become more intermittent.
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Figure 6.16: Same as in Fig. 6.8 for runs with varying parameters of the cold accretion model. Red and blue color shadings
correspond to runs with ϵ×η = 0.001 and ϵ×η = 0.0001, respectively. Runs with lower efficiencies have a constant supply
of cold gas that keeps powering the jets. More intermittent fluctuations are seen in the high efficiency runs. However, total
cold and star forming gas masses stay within an order of magnitude.
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Figure 6.17: Same as in Fig. 6.12 for HD and HDHR at 1400 Myr. Both hydrodynamical runs form a strong disc at the end of
the run. In HDHR the disc is funneled into the SMBH completely depleting the entire cold gas reservoir in the cluster.

injection of momentum forces cold gas on larger orbits around the center so that the accretion region
is temporarily devoid of cold gas even though it remains present in the cluster (see Fig. 6.16).

On the other hand, lower jet efficiencies (bluish colours) lead to the formation of cold gas that
is more closely tied to the center and is depleted at a constant maximum rate. Jet feedback is more
continuous and less time-variable, while the high efficiency runs show higher burst powers and inter-
mittent states of inactivity. Only the run with ϵ = 0.01, η = 0.01, shows any significant variance after
t > 500Myr as a massive disc forms at t ∼ 1Gyr that is funneled into the accretion region on short
timescales. Cooling is more significantly halted in the overheated cluster compared to its analogues
at the same jet efficiency.

6.9.2 Resolution

In agreement with our findings for the HD model, the high resolution analogue HDHR also forms a mas-
sive disc at t ∼ 1000Myr, which is accreted within ∆t ∼ 800Myr (see Fig. 6.17). Hence, this demon-
strates numerical convergence of the main properties of our hydrodynamic simulations. Throughout
the simulation HDHR, the jet injects energy with Ljet > 1045 erg s−1, which is significantly more than in
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Figure 6.18: Same as in Fig. 6.3 for the same run at fiducial resolution Fiducial. The main features are independent of
resolution.
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Figure 6.19: Same as in Fig. 6.6 for fiducial cold accretion and Bondi runs at varying numerical resolution. The cold
accretion run gives very similar results at both resolutions. During the high resolution Bondi run a transient disc is formed
with high SFRs (SFR ∼ 100M⊙ yr−1). The reason for its formation should probably be attributed to a chance event rather
than the difference in resolution as varying parameters may also lead to the formation of transient discs.
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any other run. This leads to an overheated core so that no further cooling is triggered until t = 2Gyr.
We attribute this behavior to incomplete coupling with the hot and cold phases. As established ear-
lier, magnetic fields are required to inhibit uncontrolled disc formation, we therefore omit the run
from the following analysis.

In Fig. 6.18, we show our Fiducial model at the fiducial resolution. Compared to the high
resolution analogue shown in Fig. 6.18, the general features are retained. Low-density bubbles rise
that are deflected by cold gas in the ICM. Cavities are clearly discernible in X-ray emissivity.

In Fig. 6.19, we show the cold gas mass (Mcold with T < 106 K), SFR, jet luminosity (Ljet) and SMBH
mass (Mbh). The evolution of the cold gas mass, star formation and jet power at high resolution are in
general agreement with the low resolution counterparts. However, BondiHR forms a disc at t ∼ 1,Gyr,
which has vanished 500Myr later. The related increased star formation and elevated jet power due
to constant feeding leads to a somewhat distinct development. However, continued cooling quickly
restores its earlier state of intermittent jet power and star formation as observed in Bondi. Similarly,
the model HR shows a sudden increase in jet power at t ∼ 1750Myr probably due to accumulation of
cold gas in the accretion region, which leads to a sudden spike in SMBH growth. We conclude that
simulation-to-simulation variance appears more significant than resolution effects.
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Discussion, conclusion and outlook 7
7.1 Discussion and conclusion

While the classical cooling flow problem in CC clusters has been “solved” by heating from AGN jets
in cluster centers, many details regarding the heating mechanism remain unclear, which is the focus
of this thesis. In particular, this thesis considers light jets filled with CRs in a turbulent magnetic
field in the context of a Perseus-like CC cluster. While these crucial ingredients of CC clusters have
mostly been studied individually, we aim to include the interplay between these components. In
addition, the advent of ALMA and high resolution kinematic studies of cold gas filaments in clusters
opened the door to deepening our understanding of ICM cooling with the help of simulations. This
provides an exciting field for future numerical studies, that will be alluded to afterwards. In the
following, we summarize our findings and embed them within the literature of CC clusters.

Details of heating depend crucially on bubble composition, which is poorly constrained. Obser-
vations of the SZ signal from AGN bubbles provide unique information on their electron population.
To model the signal in observations as proposed in Pfrommer et al. (2005), the emission volume is
approximated as an ellipsoid by the first observation of its kind (Abdulla et al., 2019). We scruti-
nize their approximation regarding bubble morphology by simulating a jet outburst with matching
energy of the observed bubbles. The SZ signal of our self-consistently inflated bubbles shows little
deviation from the ones of an ellipsoid. However, for small inclinations between line-of-sight and
jet axis, θ < 45◦, large portions of shocked material are probed, which dilutes the signal. As θ is un-
constrained a priori and degenerate with bubble age, we propose new methods to measure θ based
on (1) the stand-off distance between bow shock and jet/bubble head, (2) the ellipticity of the bow
shock or (3) future observations of the kinetic SZ effect of the bubble’s wake. We therefore for the
first time demonstrated the inherent degeneracy between jet angle and bubble age in the context of
these crucial observations, which can have a profound impact on modeling results.

Generally, the study by Abdulla et al. (2019) provides very strong evidence for low-density jets
with density contrast ρICM/ρjet > 102 and likely much higher. While magnetic fields rather than
CRs could provide the required non-thermal pressure, modeling results of jet emission and energy
evolution by Croston and Hardcastle (2014) clearly prefer a scenario where entrained gas rather
than magnetic fields dominate jet energetics. For this reason, we employ the jet model presented in
Weinberger et al. (2017) implemented in the moving-mesh code arepo. The model allows us to set
a fixed density (when the ICM density stays constant, e.g. during adiabatic runs) and/or density
contrast at observed values. This approach requires non-trivial management of the jet injection
region. The Lagrangian properties of arepo allow us to efficiently incorporate refinement criteria
to sustain the density contrast as well as reducing numerical mixing and truncation errors, while
upholding the presence of physical fluid instabilities (see discussion of numerical methods in this
context by Ogiya et al., 2018). Alternative studies mostly either use (i) wide, high density jets (Gilkis
and Soker, 2012), (ii) jets with variable density with density contrasts that are usually lower than
observed (Prasad et al., 2015; Yang and Reynolds, 2016), (iii) magnetically dominated jets (Gan et al.,
2017) or (iv) simply insert a bubble by hand (Dong and Stone, 2009). This provides our studies with
a unique vantage point, that is expected to make bubble dynamics more realistic in comparison to
previous work. We apply our jet model in a realistic cluster environment including magnetic fields
and turbulent motions to relate simulations to observations.

The success of steady state solutions for a large sample of CC clusters where CR heating balances
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cooling by Jacob and Pfrommer (2017a,b) motivated the first part of this thesis (Ehlert et al., 2018).
Here, we simulated the injection of CRs by jet-inflated bubbles in a magnetized ICM. We find that
magnetic fields drape around the head of the bubble, which enhances bubble stability and inhibits
CR transport in front of the bubble. In the wake of the bubble converging flows compress and stretch
magnetic fields. CRs are then able to escape along these enhanced field lines. Recovered CR heating
rates for single injection events are sufficient to stabilize expected cooling rates and heat cluster
centers isotropically. Global studies looking for steady state solutions where CR heating balances
cooling need to assume very approximate injection functions instead (Guo and Oh, 2008; Fujita and
Ohira, 2011; Jacob and Pfrommer, 2017a,b). Our results justify their approach qualitatively.

In addition, our work extends previous studies of hydrodynamical CR-filled jets (Guo and Math-
ews, 2011) by including magnetic fields at unprecedented resolution and studying the inflation of
our bubbles. We identify the additional effect of magnetic draping and its impact on CR transport
and bubble stability. While this effect has been studied before for bubbles that are setup by hand
(Ruszkowski et al., 2007; Dursi and Pfrommer, 2008) or at lower resolution (Yang et al., 2012), we
quantify its role in stabilizing jet-inflated bubbles at high resolution.

As noted above, magnetic fields are crucial for CR transport. They stabilize bubbles and cou-
ple the cold and hot gas phases via pressure and tension forces. The magnetic field also becomes
progressively more dynamically relevant for colder gas phases such that cold gas can be dominated
by magnetic pressure (Wang et al., 2021). A turbulent velocity field on the other hand degrades
bubble stability. The magnitude of the velocity affects the efficiency of turbulent heating and the
transport of gravity and sound waves in the ICM. However, the most detailed observations of mag-
netic fields are based on Faraday measurements with observations covering limited volumes due to
their dependence on scarce background sources. Similarly, X-ray spectroscopy studies that constrain
velocity fields at high spectral resolution are so far limited to the Perseus cluster (Hitomi Collab-
oration, 2016). Fundamentally, magnetic and velocity fields are dynamically coupled. However,
measurements of magnetic fields via Faraday rotation measure (Govoni et al., 2010; Böhringer et al.,
2016) do not include information provided by measurements of turbulent velocities and vice-versa
(Tamura et al., 2014; Hitomi Collaboration, 2018). By demonstrating their clear inherent link in
our third study, we would like to inspire future simulations to link these observables, which pro-
vides observers with “free” additional information to constrain magnetic and velocity field strengths
collectively, which appears rather underappreciated in the field.

Finally, we implement a model of cold accretion in arepo and include radiative cooling in our
simulations to study self-regulated jet feedback in an idealized Perseus-like cluster. Gaspari et al.
(2011, 2012) demonstrated that bipolar jets fueled by cold accretion can balance cooling in numerical
simulations. Here, we focus on varying accretion models, jet efficiency and accretion efficiencies and
jet density. Most authors vary jet efficiency as its impact to a certain degree depends on model and
code (see comparison between Prasad et al., 2020; Wang et al., 2019, as discussed in the former).
While most authors assume an accretion efficiency of unity, incomplete momentum cancellation as
well as unresolved small scale feedback that evaporates cold gas can reduce accretion rates. By
varying the accretion efficiency in our model, we account for a likely smaller but currently unknown
value. We retain thermodynamic profiles and star formation rates consistent with observed profiles
independent of these modeling choices, which is in line with previous studies (Prasad et al., 2015;
Yang et al., 2016; Wang et al., 2019). In addition, we find that Bondi and cold accretion give very
similar results, which confirms findings by Meece et al. (2017) but for a different code and jet model.

Furthermore, we suggest to further scrutinize feedback models by looking at additional features
not captured by thermodynamic profiles or star formation rates. In Ehlert et al. (2022), we identify
cold gas morphology as a promising feature, which appears sensitive to jet density. Dense jets pierce
through the ICM and in the absence of precession lead to a stable configuration of jet injection. Con-
sequently, cold gas is preferentially accreted perpendicular to the jet axis. This leads to a more disky
distribution of cold gas with a more limited extent. Whereas reduced ram pressure in low-density
jets makes them more vulnerable to deflection by cold gas and turbulent motions. Here, turbu-
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lence is injected more isotropically, which leads to more extended filamentary cold gas distributions.
Therefore, we propose to use cold gas morphology as a new method to constrain free parameters of
numerical models. In addition, our low density jets inflate bubbles reminiscent of observed X-ray
cavities. This allows us for the first time to directly relate the observable bubble power pV /tage (see
Section 2.3.2) to the instantaneous physical jet power, which is hard to compute from observational
data.

Alternatively, Talbot et al. (2022) and Bourne et al. (2021) study accretion at higher resolution and
include a more physical accretion model based on BH spin or a cosmological environment, respec-
tively. In contrast, our approximations in these areas reduce computational costs such that we are
able to run our model on Gyr timescales, while previously mentioned model run times are limited to
∼ 10Myr and ∼ 100Myr, respectively. Consequently, we can follow the evolution of the heating and
cooling cycle on the cooling timescale of the ICM.

In conclusion, our work provided us with a sustainable AGN jet model, which enables future
CC clusters cosmological simulations of realistic low-momentum density jets including CRs and
magnetic fields at high resolution.

7.2 Outlook

We showed that the dynamics and stability of AGN bubbles are significantly affected by turbulence
in the ICM and magnetic fields. Throughout our studies, we initialize turbulent magnetic fields
in our simulations based on observed strengths and power spectra in nearby clusters. Stresses of
the tangled magnetic field induce turbulent gas motions. In the absence of sustained driving of
turbulence or when neglecting precipitation of cold clouds and filaments, as in our simulations,
turbulence dissipates over time and velocity and magnetic field decay gradually (Ehlert et al., 2018).
In reality, cluster mergers amplify seed fields in the ICM. Therefore, cosmological simulations are
required to obtain self-consistently generated large scale velocity fields and turbulence as well as
magnetic field structures and strengths (Donnert et al., 2018). The advent of X-ray telescope XRISM
is expected to provide detailed velocity measurements of the ICM that will help constrain CC cluster
models.

In addition, the origin of the dichotomy in galaxy clusters between CC and non-CC clusters re-
mains uncertain even though it appears related to mergers (Sanderson et al., 2006; Rossetti et al.,
2011). While recent simulations investigate the conversion of CC to non-CC clusters in isolated halos
(Nobels et al., 2022), cosmological simulations (similar to Chadayammuri et al., 2021) comprising a
large sample of clusters at a variety of masses are required. For this, techniques of AGN jet feedback
employed throughout our studies may have to be adopted for expensive cosmological simulations
which have so far struggled to obtain CC clusters (Barnes et al., 2018). Successes in this area will
likely deepen our understanding of AGN feedback on smaller scales as well and help characterize a
universal model for AGN jets in simulations.

Currently simulations are unable to capture details of multiphase gas that is observed to con-
dense out of the ICM (Martizzi et al., 2019a). For example, the evolution of dense clouds have been
shown to disrupt and/or grow depending on cloud size (Sparre et al., 2020), which is not captured by
current cluster simulations but may have profound impact on the cooling and heating cycle. While
constraints on resolution especially in the cosmological context may make direct simulations unfea-
sible, one can treat different phases separately, which may overcome some of the current restrictions
of effective models on small scales. Physically motivated source and sink terms will be required to
bridge unresolved scales as alluded to in Weinberger and Hernquist (2022). Progress in this area will
substantially ease comparisons with observations in the respective bands of probed emission.

Further progress on identifying relevant heating mechanisms is possible by developing new en-
ergy tracking methods, possibly starting with ideas developed in Martizzi et al. (2019b). Turning to
CR induced Alfvén wave heating, a more complete description of CR streaming (e.g., Thomas et al.,
2021) should be added in the future. Generally, our understanding of CR transport and the weakly
collisional ICM are still evolving (Zweibel, 2020; Drake et al., 2021). Further insights into the trans-
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port of CRs and sound waves will be crucial to estimate the relevance of CR heating and widening
our understanding of ICM physics.
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